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ABSTRACT: The climate system responds to changes in the amount of atmospheric greenhouse gases or aerosols
through rapid processes, triggered within hours and days, and through slower processes, where the full response may only
be seen after centuries. In this paper, we aim to elucidate the mechanisms operating on time scales of hours to years to bet-
ter understand the response of key climate quantities such as energy fluxes, temperature, and precipitation after a sudden
increase in either carbon dioxide (CO2), black carbon (BC), or sulfate (SO4) aerosols. The results are based on idealized
simulations from six global climate models. We find that the effect of changing ocean temperatures kicks in after a couple
of months. Rapid precipitation reductions start occurring instantly and are established after just a few days. For BC, they
constitute most of the equilibrium response. For CO2 and SO4, the magnitude of the precipitation response gradually in-
creases as surface warming/cooling evolves, and for CO2, the sign of the response changes from negative to positive after
2 years. Rapid cloud adjustments are typically established within the first 24 h, and while the magnitude of cloud feedbacks
for CO2 and SO4 increases over time, the geographical pattern of the equilibrium cloud change is present already after the
first year. While there are model differences, our work underscores the overall similarity of the major time-varying pro-
cesses and responses simulated by current global models and hence the robustness of key features of simulated responses
to historical and future anthropogenic forcing.

SIGNIFICANCE STATEMENT: How does the climate system respond to a change in the amount of atmospheric
greenhouse gases or aerosols? Some processes are rapid, responding within hours and days. Others are slow, and the
full response to a forcing of the climate may only be seen after centuries. In this paper, we use six global climate models
to investigate the time scales of climate responses to carbon dioxide, black carbon, and sulfate, focusing on key climate
quantities, such as temperature, precipitation, and clouds. While there are ample model differences, our work under-
scores the overall similarity of the major time-varying processes and responses simulated by current global models and
hence the robustness of key features of simulated responses to historical and future anthropogenic forcing.
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1. Introduction

The climate system responds to a climate forcing, such as
an increase in greenhouse gases or aerosols, on a range of dif-
ferent time scales. Instant radiative responses trigger fast ad-
justments in a variety of atmospheric variables (Sherwood

et al. 2015), eventually accompanied by the slower feedbacks
mediated by a change in ocean temperatures. The 2013 report
from the Intergovernmental Panel on Climate Change (IPCC)
reflected an emerging consensus in the literature that a metric
describing the climate impact of a forcing agent (i.e., radiative
forcing) should contain not only the instantaneous radiative
effect and stratospheric temperature adjustment but all re-
sponses that are independent of surface temperature change
(Boucher et al. 2013; Myhre et al. 2013). Hence, rapid adjust-
ments}the tropospheric climate responses that occur before
surface temperatures start changing}were included in the
new metric “effective radiative forcing” (ERF). This shift was
motivated by a growing amount of evidence that the rapid
adjustments could constitute a substantial part of the total cli-
mate effect (Hansen et al. 2005; Lohmann et al. 2010) and that
not only aerosols but also long-lived greenhouse gases trigger
such responses. The ERF also linked more closely to the final
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surface temperature change than the traditional (instanta-
neous or stratosphere-adjusted) radiative forcing (Richardson
et al. 2019).

Distinction between adjustments and feedbacks is not
straightforward. While the nomenclature indicates a temporal
aspect, the rapid adjustments (like the feedbacks) are not de-
fined by their time dependency but rather distinguished by
the type of mechanism driving them (surface temperature
change or not; Forster et al. 2021). Although they typically oc-
cur on time scales of seasons or less (Myhre et al. 2013), and
mostly within a few days of applying the forcing (Dong et al.
2009), some rapid adjustments (e.g., within the cryosphere or
biosphere) can take years. Studying the time scales of re-
sponses to a forcing agent can give valuable insight into the
physical mechanisms involved. Improved knowledge on the
timing of different climate responses, regardless of whether
labeled adjustments or feedbacks, can prove useful for devel-
oping informed mitigation strategies. A better understanding
of rapid adjustments is also imperative to understanding
model spread in estimates of the equilibrium climate sensitiv-
ity (Andrews et al. 2009; Forster et al. 2021; Zelinka et al.
2013).

The IPCC Sixth Assessment Report (AR6; Forster et al.
2021) quantifies rapid adjustments and assesses recent litera-
ture. An important finding is that the magnitude of the rapid
responses shows a strong dependency on the forcing agent
(Smith et al. 2020; Samset et al. 2016; Kvalevåg et al. 2013;
Andrews et al. 2010). How quickly the full climate response is
realized therefore depends on the climate driver and the ex-
tent to which it triggers processes that operate on fast or slow
time scales. For instance, rapid adjustments to perturbations
in greenhouse gases make up a substantial part of the total
long-term effect (Kamae et al. 2015), and perturbations in ab-
sorbing aerosols may even dominate the total response (Samset
et al. 2016). For scattering aerosols, however, the main responses
occur on longer time scales.

Several studies exist that show the temporal evolution of
climate responses to carbon dioxide (CO2; Kamae et al. 2015;
Wang and Huang 2020; Kamae and Watanabe 2013; Dong
et al. 2009; Bony et al. 2013; Cao et al. 2012) and aerosols
(Tian et al. 2017; Hansen et al. 1997; Rotstayn et al. 2015).
However, the more detailed analyses tend to be single-
model studies of CO2 responses only, while those comparing
several models and/or climate drivers do not show the earli-
est (first hours and days) responses. In this paper, we follow
the evolution of atmospheric responses to instantaneous
perturbations in CO2 and aerosols}from the immediate ra-
diative response through the stratospheric and tropospheric
adjustments of the first hours and days, the slower rapid ad-
justments over the following weeks and months, and finally
the feedback response up to year 100. Comparable experi-
ments are conducted with six different global climate mod-
els. As individual models may have differing levels of
realism in their representation of processes related to rapid
responses, quantification of responses using multiple models
is a valuable analytical tool.

The next section gives an overview of models and methods.
Section 3 starts with an account of near-surface air tem-

perature and precipitation responses. We then show how
CO2, black carbon (BC), and sulfate (SO4) influence the evo-
lution of radiative fluxes over the first hours, days, months,
and years after perturbation. In the remaining subsections, we
demonstrate how these radiative flux changes are linked to
the temporal evolution of atmospheric heating rates, tempera-
ture, precipitation, and clouds. Findings are summarized in
section 4.

2. Methods

Analyses are based on a combination of simulated data
with a range of different temporal resolutions. Hourly data
were obtained from simulations performed by 6 models
[CESM1(CAM4), HadGEM3-GA4, NorESM1-M, GISS-E2.1,
MIROC-SPRINTARS, and ICON-HAM; see Table S1 in the
online supplemental material]. Models performed a baseline
simulation (BASE) using year 2000 emission levels and CO2

concentrations. Important radiative and meteorological varia-
bles were stored on an hourly basis. To isolate the atmospheric
response to the perturbations, models were set up with fixed
sea surface temperatures (fixed-SST). Note, however, that be-
cause most climate models are not able to hold land surface
temperatures fixed, the land surfaces are allowed to cool/warm
in these runs. After a spinup time of 4 years, simulations were
run for 30 days (720 h), starting in the months of January,
April, July, and October to take into account seasonal varia-
tion in the responses. Each of these simulations were then re-
peated twice with different meteorological starting conditions
(using meteorological input from different years), resulting
in a 3-member ensemble for each monthly starting point
and thus a total of 12 ensemble members for each model.
The perturbation experiments were branched off from the
baseline run, having identical initial conditions as BASE.
The climate response to greenhouse gases was represented
by an experiment where CO2 concentrations were instantly
doubled (experiment CO2x2). To investigate responses to
absorbing and scattering aerosols, experiments with a ten-
fold increase in anthropogenic BC and a fivefold increase in
anthropogenic SO4 were performed separately (experiments
BCx10 and SO4x5, respectively). For these experiments,
MIROC-SPRINTARS and ICON-HAM simulations were
performed with perturbed aerosol emissions, while in the
other models, aerosol concentrations were perturbed. This
naturally induces additional intermodel differences in the
timing of the responses to the aerosol experiments, as will
be shown.

Daily, monthly, and yearly mean climate responses extend-
ing beyond the 30 days of the hourly simulations were ana-
lyzed by use of data from Precipitation Driver and Response
Multimodel Intercomparison Project (PDRMIP; Myhre et al.
2017). In PDRMIP, experiments with the same perturbations
as described above were performed by 10 global climate mod-
els, including five of the six models included in this study (all
except ICON-HAM). Figures extending beyond the time
scale of 1 month will thus be averages of these five models for
consistency of responses between hourly and longer time
scales. The PDRMIP experiments were performed both in
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100-yr fully coupled model setups (later “coupled”) where the
atmosphere models are coupled to ocean and cryosphere
models and also in 15-yr fixed-SST setups. While Forster et al.
(2016) ideally recommend fixed-SST simulation lengths to be
30 years, most of the full adjustment will be realized by year 15.
Comparing the time evolution of coupled versus fixed-SST
climate responses allows us to investigate when the effect of
increasing or decreasing ocean temperatures starts influenc-
ing the climate. ERF is calculated based on the fixed-SST
experiments (averaging years 6–15) as the change in net
radiative longwave plus shortwave flux at the top of atmo-
sphere (Forster et al. 2016).

3. Results and discussion

We start, in Fig. 1, by presenting the evolution of the
global-mean responses in near-surface air temperature and
precipitation to the three climate driver perturbations. In the
following subsections, we will take a closer look at the nature
and timing of the processes behind these changes. While re-
gional responses in particular to the geographically heteroge-
neous aerosol emission changes can be substantial and are
particularly important on shorter time scales (Bellouin et al.
2016; Stjern et al. 2016; Williams et al. 2022; Samset et al.
2019), the present study focuses on the evolution of global
means in order to show the overall responses and their time
scales.

Figure 1a shows the temporal evolution of the ensemble-
and model-average change in temperature for the three ex-
periments CO2x2, BCx10, and SO4x5 relative to BASE. The
shaded area indicates the intermodel spread in terms of plus
and minus one standard deviation. For comparability between
perturbations, each simulation is normalized by the magni-
tude of its ERF (see Table S2 for ERF values for each model

and experiment). A nonnormalized version of Fig. 1 can be
found in Fig. S1, while the temperature evolution (corresponding
to Fig. 1a) for the individual models is given in Fig. S2. The first
two panels of Fig. 1a are based solely on hourly data and show
changes for the first 120 h (5 days) and for the subsequent
25 days, where hourly data are aggregated into daily mean
values.

CO2 causes a rapid increase in temperature (normalized by
global-mean forcing) initially twice the magnitude of the re-
sponse to SO4, for which the temperature reduction is more
gradual. The temperature response from BC remains statisti-
cally indistinguishable from zero for the first 5 days or so. Rel-
ative to the magnitude of the forcing, the model spread in the
temperature response is small for CO2 and SO4 but larger and
even crossing the zero line for BC (Fig. 1a). For BC, the
spread in ERF-normalized temperature changes is substan-
tially larger than in the nonnormalized version in Fig. S1 due
to a combination of relatively large model spread and small
ERF values (Table S2).

After about 15 days, there is an increase in model spread as
well as an apparent break in the initial temperature change
evolution; this signifies the onset of internal variability and
can be seen for all three drivers. Up until this point, the mem-
ory of the atmosphere system contributes to clear signals.
This is consistent with the results presented by Dong et al.
(2009), who found in a single-model experiment with several
ensemble members that after a little over 2 weeks following a
doubling of CO2 the internal variability becomes decorrelated
and the ensemble members start deviating substantially (see
also Deser et al. 2012).

The next two panels in Fig. 1a are based on monthly mean
data; the first shows temperature changes from the second
month and over the next 5 years, while in the last panel, we
have aggregated monthly changes into yearly means and

a)

b)

Global near-surface air temperature

Global precipitation

FIG. 1. (a) Evolution of global-mean temperature changes due to perturbations of CO2, BC, and SO4 for the initial hours and days
(fixed-SST) and for the following months and years (coupled). Thin horizontal lines in the monthly and yearly panels mark the vertical
limits of the hourly and daily panels, respectively. (b) As in (a), but for evolution of precipitation. All values are normalized by the abso-
lute value of the ERF for the given model and experiment and show temperature and precipitation changes per W m22 forcing. Lines are
for the multimodel ensemble average; the shading shows the multimodel spread (intermodel standard deviation).
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show temperature changes up to year 100. Note the change in
y-axis limits from daily to monthly time scales. We do not ex-
pect the ending of the first month of hourly data to line up
perfectly with the beginning of the monthly mean time series
because the latter always starts in February, while the hourly
data are aggregates of all models, all ensemble members, and
the four monthly startup points (see section 2).

After a little over six months, the slower SO4-induced tem-
perature change becomes comparable in magnitude to that from
CO2. A seasonal cycle is seen for the response to aerosols (SO4

and BC) that are predominantly located in the Northern Hemi-
sphere; CO2 shows only a very muted seasonal cycle. Relative to
the warming after 100 years of simulation, the impact of the BC
perturbation has realized 90% of its final 0.4 K warming (per
1 W m22 forcing) after about a decade. Correspondingly, 90% of
the CO2-driven warming [0.6 (W m22)21] is established after
slightly less than two decades, while the SO4-driven cooling,
which asymptotically approaches20.5 K (W m22)21, is estab-
lished after about two decades.

The magnitude of the temperature change per forcing cor-
responds to the magnitude of the climate driver’s efficacy.
Note that in the first hours of the simulation, the efficacy of
CO2 is significantly stronger than that of both BC and SO4

[e.g., around 0.025 K (W m22)21 versus close to 0 K (W m22)21

for BC and around 0.008 K (W m22)21 for SO4]. However,
already from the second month of simulation the efficacies of the
three drivers are statistically indistinguishable.

Finally, Fig. 1b shows global-mean precipitation changes
for the three experiments. We will discuss precipitation changes
in more detail in section 3a, but we note for now that the rapid
precipitation response of the first few months is a precipitation
reduction for all three climate drivers in spite of their widely
differing impacts on temperature. For instance, BC immedi-
ately causes a stronger precipitation reduction than CO2,
despite a near-zero temperature response, while SO4 causes
a very weak precipitation response initially. Figure S3,
which shows precipitation changes for the individual mod-
els, demonstrates that in the two models (ICON-HAM and
MIROC-SPRINTARS) that perturbed emissions instead
of concentrations, the rapid precipitation response to BC is
slower. This is expected, as in these models, the aerosols
will take time to propagate upward in the atmosphere,
where their absorption efficiency and thus their potential to
influence precipitation is higher (Samset and Myhre 2011).
In the longer term (after 12–25 months, depending on model),
the CO2 precipitation response (Fig. 1c) turns positive and the
(negative) response to SO4 ends up as strong as the BC re-
sponse. Note again the onset of strong day-to-day variability
after about 2 weeks, and that, for instance, the peak in SO4

precipitation change around day 24 can be attributed to this
variability.

The very first changes in temperature and precipitation}
observed in the first panels of Fig. 1}are triggered by radiative
changes (Allen and Ingram 2002; Bony et al. 2013; Salzmann
2016). In the following subsections, we first take a look at the
evolution of the atmospheric energy fluxes, how these influence
atmospheric heating rates, and ultimately the response of tem-
perature and clouds.

a. The evolution of the atmospheric energy fluxes

In Fig. 2, we show the temporal evolution of the atmo-
spheric part of the shortwave (SW), longwave (LW), sensible
heat (SH), and latent heat (LH) fluxes, starting with the very
first hours and days, the following months, and all the way up
to 100 years after simulation start (the latter two from the
coupled simulations). Atmospheric (ATM) fluxes are calcu-
lated as the difference between fluxes at the surface (SRF)
and the top of atmosphere (TOA). The focus on the atmo-
spheric part of the fluxes in this figure is motivated by the fact
that atmospheric absorption is such an important driver of the
rapid responses (in particular precipitation) in the first hours
after perturbation. To provide a fuller picture, however, TOA
fluxes are shown in Fig. S4, and in narrow panels in Fig. 2 we
also provide the total radiative imbalance (the sum of the four
flux terms) within the atmosphere as well as at TOA and
SRF. For simplicity, we here show absolute flux changes, not
per-unit forcing.

An increase in the atmospheric LW flux follows immedi-
ately after the instantaneous increase in CO2 due to the addi-
tional absorption of CO2 (Fig. 2a). Thereafter, less LW
radiation is sent out from (and thus remains within) the atmo-
sphere due to a strong stratospheric reduction in the LW heat-
ing rate (the net, LW, and SW heating rates are shown in
Fig. 3 and will be discussed further in section 3b). This reduc-
tion is compensated by enhanced LW radiation emitted by
the troposphere due to an increase in temperature [see, e.g.,
Myhre et al. (2018), who show that these two effects are equal
in magnitude but opposite in sign]. Shortwave absorption by
CO2 in the stratosphere produces a small positive SW flux.
The physiological plant response to increased CO2, in which
plant stomata openings become narrower and surface evapo-
ration (and associated surface cooling) is reduced (Park et al.
2021; Doutriaux-Boucher et al. 2009), is likely also playing a
role. The stomata effect is, however, not included in all
GCMs considered here, and a dedicated set of experiments
would be needed to quantify its role in the flux changes these
first hours. Over ocean surfaces, the reduced convection
causes an increase in boundary layer moisture that further
lowers evaporation over the ocean (Kamae and Watanabe
2013).

The LH flux continues to decrease over the first hours, in
line with a gradual increase in atmospheric stability as the
lower troposphere warms more than the surface temperature
(temperature changes are shown in Fig. 4 and are more thor-
oughly discussed in section 3c). This strengthened stability
weakens convection, and the combined effect of reduced hu-
midity and increased stability reduces precipitation (O’Gorman
et al. 2012), as seen in Fig. 1c. We find that precipitation
changes are by far strongest in the tropics in the first hours
and propagate poleward (Fig. S5). Kamae and Watanabe
(2013) also found that CO2-driven precipitation reduction
over the ocean is larger over the tropical convective regions
than over the subtropics in the first days, but this pattern was
no longer visible in the long-term response. Here, we confirm
that this is a common precipitation response pattern for all
three climate drivers.
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After about 50 h (between 27 and 61 h for individual mod-
els; see Fig. S6 for radiative changes for individual models)
the atmosphere reaches approximate equilibrium due to this
CO2-driven LH adjustment (Fig. 2a; narrow panels). At this
time, the rapid precipitation response has levelled out (see
Fig. 1c). After a couple of months, when the surface starts
warming up, the higher temperatures cause more LW radia-
tion to be emitted to space, which makes the atmospheric LW

term change from positive to negative sign. Similarly, the
long-term impact on evaporation (i.e., precipitation) also
changes sign (Fig. 1c). This link between the evolution of the
LW flux and the LH flux/precipitation can also be seen in the
longer term, for instance, in a levelling out of all these terms
after around 5–10 years for both CO2 and SO4.

For BC, the radiative response after just a few days is quan-
titatively similar to the full long-term response for all flux

a)

b)

c)

ATM fluxes

ATM fluxes

ATM fluxes

FIG. 2. Evolution of ATM radiative and energy fluxes (panels with colored lines) as well as evolution of TOA,
ATM, and SRF radiative imbalance (panels with grayscale lines) for perturbations in (a) CO2, (b) BC, and (c) SO4.
The imbalance is calculated as the sum of SW, LW, SH, and LH fluxes for different levels, so the ATM lines in the
grayscale panels are the sum of all the ATM fluxes shown in colored panels. Individual radiative fluxes for TOA are
not shown in Fig. S4. ATM is calculated as the difference between TOA and SRF fluxes. Lines show multimodel en-
semble means and shading shows the model spread. Hourly panels are based on fixed-SST simulations, while monthly
and yearly panels are based on fully coupled simulations.
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terms but LW, which takes longer to establish (Fig. 2b). There
is an instant increase in the SW radiation term following the
increased SW heating rate. Reemission from an increasingly
heated up atmosphere causes a reduction in LW, which is
very small for the first 100 h before the atmospheric warming
really starts up (Fig. 3). In spite of the much weaker impact of
BC on surface temperatures (compared to CO2), the atmo-
spheric absorption causes an increase in atmospheric stability
and thus a reduction in latent heat flux comparable in both
magnitude and time evolution to that from CO2. The reduced

sensible heat modulates the precipitation reduction from BC.
The atmosphere is in energetic equilibrium after 2 weeks or
around 300 h (Fig. 2b; narrow panels), after which the precipita-
tion response has stabilized (Fig. 1c). There is a larger spread in
the time scale for atmospheric equilibrium in BC (271–545 h)
than in the CO2 case, but the models that reach equilibrium fast
(see, e.g., HadGEM3-GA4 in Fig. S6) have a precipitation change
that stabilizes fast (Fig. S3) and vice versa.

For SO4, the lack of an absorbing agent means that the in-
stantaneous changes in the atmospheric radiative fluxes are

Net heating rate

LW heating rate SW heating rate

FIG. 3. (top) Evolution of global-mean profile of vertical net, (lower left) LW, and (lower right) SW heating rates
for CO2x2, BCx10, and SO4x5. Leftmost panel in each panel pair shows changes for the initial hours, and rightmost
panel shows subsequent daily values until 1 month after perturbation. All values are normalized by the absolute value
of the ERF.
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near zero}instead, changes are manifested in surface and
top-of-atmosphere energy budgets. Sulfate aerosols are scat-
terers and interact strongly with solar radiation, but the solar
energy that is hindered from reaching the surface is mostly
scattered back to space, and hence the atmosphere experien-
ces no significant change in radiative energy divergence (see,
e.g., Tian et al. 2017). However, as the climate starts cooling,
an increase in LW (more LW radiative energy remains in the
atmosphere as less is emitted to space), a reduction in SW,
and a reduction in LH create a pattern similar to but opposite
in sign to that of CO2, only without the change in sign in the
first year (rapid and long-term responses mostly go in the
same direction for SO4).

b. The instantaneous radiative response

As shown in Fig. 2, radiative fluxes in the atmosphere sys-
tem start responding to the change in a given atmospheric
tracer immediately after a perturbation. In Fig. 3, we show
the effect of this radiative impact on the net atmospheric heat-
ing rates for the first month (large upper set of panels). The
net heating rate is the sum of LW and SW components (small
lower set of panels).

Following the CO2 perturbation is a strong instantaneous re-
duction in the net heating rate in the stratosphere. The SW
heating rate is slightly positive, caused by the direct absorption
of solar radiation by CO2. The net effect, however, is dominated
by the LW component. This, and the associated stratospheric
cooling, is a well-known sign of CO2 influence (e.g., Ackerman
1979; Wang and Huang 2020). The reduction in the LW heating
rate starts diminishing after about 2 weeks as the stratosphere
cooling establishes. We also see a lower-tropospheric (around
850 hPa) increase in heating rate, also driven by the LW compo-
nent, which is caused by the enhanced absorption by CO2 domi-
nating any additional LW emission. Wang and Huang (2020)
found in experiments with a one-dimensional radiation model
that after about a month (which is how far our heating rate data
go), stratospheric LW heating rates have diminished enough to
be comparable in magnitude to the changes in the troposphere,
and after 80 days, the stratospheric temperature adjustments
are established and the LW stratospheric heating rates are
down to almost zero (e.g., Hansen et al. 1997).

There is a strong similarity between all six models both in
the magnitude and time scale of CO2-induced heating rate
changes (see individual model changes in Fig. S7). Interest-
ingly, however, some of the models have a strong but tempo-
rary increase in the LW heating rate around 100 hPa (see Fig. S7
panels showing MIROC-SPRINTARS, HadGEM3-GA4, and
ICON-HAM).Wang and Huang (2020) found a similar model in-
consistency in this near-tropopause warming center in a range of
CMIP5 models. Whereas previous studies (e.g., Lin et al. 2017)
emphasize the longwave contribution to this warming, Wang and
Huang (2020) found through dedicated experiments that the
warming is critically dependent also on the shortwave effect.

Unlike for CO2, the response to BC perturbation is domi-
nated by the shortwave component, as BC particles are strong
absorbers of solar radiation (Haywood and Shine 1995). This
is clearly visible in the shortwave heating rate panel in Fig. 3,

where near-surface BC causes clear diurnal cycles in the SW
heating rate (visible in this global mean due to the predomi-
nant concentration at certain longitudes around 708–1208E)
fluctuating with the availability of sunlight. The BC absorp-
tion efficiency is strongest in the upper levels of the tropo-
sphere, where the aerosol absorption is enhanced by underlying
layers of clouds and gases that reflect shortwave radiation and
add to the absorption (Samset and Myhre 2011). For this rea-
son, the shortwave heating rate for BC is strong in the upper
troposphere where the efficiency of absorption is highest, as
well as around the surface where concentrations are highest.
Individual model heating rate responses to BC are shown in
Fig. S8, and compared to CO2, model responses to BC are
more diverse. Much of this model diversity, however, is again
due to the fact that MIROC-SPRINTARS and ICON-HAM
perturbed BC emissions instead of concentrations. As it takes
time for the aerosols to spread toward upper-atmospheric
levels, in the first days, the aerosols only cause radiative influ-
ences closer to the surface in these models. In addition, Stjern
et al. (2017) showed that GISS-E2.1 has significantly less BC
near the surface (their Fig. 2) than CESM1-CAM4, Nor-
ESM1-M, MIROC-SPRINTARS, and HadGEM3-GA4 and
more BC at higher altitudes. This can be recognized in model
differences in the SW heating rates, which is focused around
100 hPa in GISS-E2.1 but is strongest near the surface in,
e.g., NorESM1-M.

As seen in Fig. 3, BC causes a reduction in the LW heating
rate in the stratosphere (around 100 hPa) already after a few
hours. This is likely due to BC-induced warming in these lev-
els. As shown in Fig. 4, the warming in this level is strong after
a couple of weeks, causing further reduction in the LW heating
rates (the Planck effect). In addition, in some models, reduced
upwelling solar radiation reaching ozone in the middle and up-
per atmosphere (due to enhanced absorption by BC aerosols on
the way up), further reduces LW emissions due to lowered
ozone solar absorption, as also found in Stjern et al. (2017).

Perturbing scattering aerosols (SO4) triggers changes in
heating rates of similar magnitudes but opposing signs for the
LW and SW components. The strongest change is the upper-
level increase in the SW heating rate. Due to the upward
scattering of SW radiation, ozone in the middle and upper at-
mosphere receives more SW radiation and thus a positive SW
heating rate. The increase in temperature from this additional
SW absorption causes a LW cooling in response (the local en-
hanced LW emission is not compensated for by increased LW
absorption). The LW heating rates are further perturbed by
cloud changes in the atmosphere, which will be discussed fur-
ther in section 3d. The two emission-driven models, MIROC-
SPRINTARS and ICON-HAM, have a much slower onset of
the upper-level increase in the SW heating rate (Fig. S9 SW
panels): while the SW heating rate is increased instanta-
neously in the concentration-driven models, it takes a couple
of weeks to establish in the emission-driven models.

c. ATM temperature responses

While the first radiative response and, consequently, heating/
cooling rates to perturbations in both greenhouse gases and
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aerosols are instantaneous, it takes a little more time for this to
manifest as changes in atmospheric temperatures. In Fig. 4, we
show vertical temperature changes on different time scales (as
in Fig. 1a), where the first panel shows the first 120 h, and the
next panels show changes for the subsequent days, months,
and years, respectively. Figure S10 shows a version of Fig. 4
not normalized by ERF.

The stratospheric cooling following the CO2 perturbation
takes about a day to manifest as appreciable temperature
changes. This is a robust time scale similar between all models
(individual model temperature changes for CO2 are shown in
Fig. S11). Similarly, after about a day, we see a discernible
lower tropospheric warming around 850 hPa, corresponding
to the level with increased LW heating rate (Fig. 3). Increasing
downwelling LW radiation contributes to the tropospheric heat-
ing, as does an increase in land surface temperatures (recall that
even in fixed-SST mode, the models’ land surface temperatures
are allowed to evolve). While the stratospheric cooling gradually
strengthens over the course of the first 2 weeks, at all times
being stronger in the upper stratosphere (e.g., Fels et al. 1980;
Manabe and Wetherald 1967), the tropospheric warming
spreads upward from the surface. Consistent with our find-
ings, Dong et al. (2009) found that after only 5 days, the pat-
tern of the tropospheric temperature response to CO2 was
consistent with the equilibrium (fixed SST) value.

The BC-induced temperature change in the first days maxi-
mizes around 900 and 100 hPa. The LW heating rate (Fig. 3)
and the atmospheric temperature change (Fig. 4) are inter-
linked through the Planck effect. However, after just a couple

of months, the atmospheric heating is dominated by the
upper-level heating. This underlines the importance of rapid
adjustments other than those directly linked to the radiative
changes. In the five models contributing to the PDRMIP
study, the first monthly mean value of vertical transport shows
upward transport of air at the model layer closest to the
surface in all five models, which might indicate that the
near-surface warming resulting from the strong positive near-
surface warming rate is rapidly transported upward by con-
vection, leaving the heating strongest at higher atmospheric
levels. This is similar to the rapid convective adjustment noted
by Wang and Huang (2020) following a doubling of CO2. The
emission-driven models, MIROC-SPRINTARS and ICON-
HAM, show a definite lag compared to the other models in
the BC perturbation, consistent with their delayed heating
rate response. In spite of model differences in the early re-
sponses, the profiles of temperature changes are quite similar
after a couple of years (Fig. S12).

Sulfate causes warming in the stratosphere as shortwave ra-
diation scattered by the aerosols enhances SW absorption by
the ozone layer, as explained in section 3b. The lower-level
cooling, maximizing around 400 hPa in the global average,
originates from a land surface cooling (as ocean temperatures
are held fixed in these simulation setups) that follows as the
scattering aerosols prevent some of the SW radiation from
reaching the surface. In the first hours and days, the cooling is
focused over land regions, in particular regions with high sul-
fate concentrations, but after a couple of weeks, the reduced
sensible heat flux from surface to atmosphere has led to an

FIG. 4. Evolution of vertical global-mean temperature changes for (top) CO2x2, (middle) BCx10, and (bottom) SO4x5 for the initial
hours and days (based on fixed-SST simulations) and then for the following months and years (based on fully coupled simulations). All
values are normalized by the absolute value of the ERF.
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atmospheric cooling seen over both land and ocean surfaces
(not shown). The response to SO4 is similar between the
emission-driven and concentration-driven models after only a
couple of weeks (Fig. S13), while the BC response is still far
stronger in concentration-driven models after the first month.

d. Rapid and long-term changes to cloud cover

Rapid adjustments in the global-mean vertical cloud distri-
bution are shown in Fig. 5 (with a nonnormalized equivalent
in Fig. S14). Following an instantaneous doubling of CO2, the
clouds start responding after only a few hours. A clear reduc-
tion in low- to midlevel clouds (strongest around 850 hPa) is
linked to a reduction in relative humidity (not shown), which
occurs concurrently with enhanced heating rates and thus
temperatures. Most likely, a combined effect of temperature-
induced atmospheric stabilization and drying drives this re-
duction in low clouds. Note that the clouds start changing
immediately after the temperatures. These rapid low-cloud
reductions following a CO2 perturbation in climate models
are well documented (Colman and McAvaney 2011; Gregory
andWebb 2008; Kamae andWatanabe 2013; Nam et al. 2018).

After a few more hours, we also see an increase in high
clouds centered around 200 hPa. That CO2 causes a rapid ad-
justment increase in high clouds has also been also shown be-
fore (e.g., Xu et al. 2020). Note that the increase in high
clouds takes longer to establish and becomes particularly
strong only after the stratospheric cooling has strengthened
after a couple of weeks (Figs. 2, 3), indicating that this in-
crease in high clouds might be convectively driven by the re-
sulting increase in atmospheric instability at these altitudes.

An increase in high clouds would also cool the upper tropo-
sphere at cloud top and heat the atmosphere below through
longwave effects, which would further stabilize the profile.
While the reduction in low clouds is almost solely driven by
changes over ocean, the increase in high clouds is slightly
stronger over land (not shown). All six models follow this
same pattern of low-cloud reduction and high-cloud increase
(Fig. S15). In a set of experiments using the MIROC5 model,
Kamae and Watanabe (2013) found that the global-mean ad-
justments in short- and longwave cloud radiative effects are
close to their equilibrium states within 2 days. Looking at the
vertical patterns of cloud changes in Fig. 5, we see that the
rapid response pattern is mostly established even before that
for all three forcing agents.

After a couple of months (Fig. 5; monthly panel), a two-
band pattern of CO2-driven cloud reductions around 300
and 800 hPa is established. This pattern is seen in all models
(Fig. S15). Looking at zonal-mean time-averaged cloud
changes for the first year of fixed-SST versus coupled simula-
tions (Fig. 6; upper row), we see that this cloud reduction at
300 hPa is not triggered until ocean temperatures are allowed
to evolve, i.e., this part of the cloud-change pattern is a feed-
back response. Although the magnitude of these changes in-
creases in the following year, the pattern does not change.
The spatial correlation (calculated as Spearman’s correla-
tion, disregarding grid cells with less than 1% cloud frac-
tions) is highly significant with a correlation coefficient of
0.78 between the 1-yr coupled and the full response. In
other words, the pattern of the full-time cloud response is
established after only a year.

FIG. 5. As in Fig. 4, but for evolution of the vertical profile of global-mean cloud fraction changes (absolute percentage units) due to unit
forcing from (top) CO2, (middle) BC, and (bottom) SO4. The multimodel ensemble average is shown.
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Black carbon causes a general reduction in clouds at all ver-
tical levels in the first few days of the simulation, at least in
the global average. After almost 2 weeks, an increase in low
clouds is established, the magnitude of which differs between
the models (Fig. S16). The coupled simulations in the monthly
and yearly panels of Fig. 5 show that the model-mean feed-
back response also includes a weak increase in the highest
clouds. In an earlier PDRMIP study, Stjern et al. (2017)
showed strong model agreement in the general cloud reduc-
tion from BC; most models had an increase in the very lowest
clouds and a few models also showed an increase in the highest
clouds. Similar model differences are also visible in Fig. S16.
Here, we see that the increase in high (around 100 hPa)
clouds, in the models that show this pattern, is not established
until after a few of months. In general terms, however, the pat-
tern of BC response is established after only a few days, and
the magnitude of the response after less than half a year.
Looking at the latitudinal-cloud-change distribution in Fig. 6,
the correlation between the pattern of the 1-yr coupled and

the full-time response is 0.66 and highly significant. Picking
out, as an example, the midlatitude increases in midlevel
clouds (408–508N; 380–180 hPa), 73% of the magnitude of this
response is established after the first year. In comparison, for
CO2, only 19% of the magnitude of the prominent pattern of
tropical high (200–100 hPa) cloud increase was established af-
ter 1 year.

The sulfate perturbation causes a relatively strong increase
in clouds at the 800-hPa level after about one day (Fig. 5). As
the temperature response is much slower in comparison (Fig. 4),
these cloud changes may instead be microphysically driven, i.e.,
due to the aerosol–cloud interactions implemented in the
GCMs. In an observationally based study of microphysical
aerosol–cloud interactions in ship tracks, Gryspeerdt et al.
(2021) find that the strongest change to cloud-droplet-number
concentration occurs only 3 h after emission and that cloud ad-
justments continue to evolve further over a period of 10 h or
more. Underlining the possibility of a microphysical influence
is the fact that these processes can be parameterized very

FIG. 6. Multimodel-average zonal–temporal-mean cloud fraction changes for (top) CO2x2, (middle) BCx10, and (bottom) SO4x5 for
fixed-SST vs fully coupled simulations. The full response is defined as the average of years 50–100 of 100-yr fully coupled simulations, while
rapid adjustments is defined as the average of years 6–15 of fixed-SST simulations. All values are normalized by the absolute value
of the ERF.
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differently between models and indeed the models disagree
strongly on the initial cloud response in SO4x5 (Fig. S17), as
opposed to what we find for CO2 and BC. NorESM1-M even
simulates a reduction in low clouds in the first couple of weeks.
Like for CO2, the zonal-mean pattern of the cloud responses is
not well represented until feedback responses are included,
and the monthly panel in Fig. 5 shows that SO4 takes even
longer than CO2 for the vertical global-mean cloud change
pattern to reach the full 100-yr pattern.

4. Conclusions

In this paper, we take a closer look at the time scales of the
evolution of atmospheric changes that follow from idealized
perturbations of CO2, BC, and SO4. Following the atmo-
spheric processes as they evolve with time allows for an un-
derstanding of the underlying mechanisms. This cannot be
achieved on the monthly mean data output typically investi-
gated in global climate models.

In Fig. 7, we show a simplified summary of the findings in
this analysis, illustrating the time evolution of a chosen set of
responses (vertical temperature profiles and precipitation as
well as changes to high and low clouds) to the three different
climate forcers. The plot at the bottom shows how much of
the “full climate response” (defined as the 100-yr fully cou-
pled response) is realized at different time scales in terms of
temperature and precipitation changes. Figure 7 shows that
already within the first hours after a CO2 perturbation, the
stratospheric cooling has commenced and a subsequent in-
crease in high clouds is seen. A reduction in low clouds is es-
tablished even earlier due to increased longwave heating and
a following warming and drying of the lower troposphere.
The flux of latent heat goes down as a result of the longwave
absorption by CO2 in the atmosphere (helped by the physio-
logical stomata effect represented in some models), stabilizing
after about a month. This reduction in latent heat is followed
by reduced precipitation, established within hours after the
perturbation. As the climate and surface warms, we see a
transition from decreasing to increasing latent heat flux and
precipitation. The lowermost panel in Fig. 7, showing realized
CO2-driven precipitation change in dashed gray, clearly shows
the transition from reduction to increase sometime in the first
year of simulation. The warming also spurs a stronger in-
crease in the high clouds}some of which is associated with
an elevated tropical tropopause. Half of the global tempera-
ture change following the perturbation in CO2 is realized after
only 3 (model range 1–10) years, and after 10 years, the
global-mean warming has realized more than 90% of its full
response.

Perturbations of BC cause responses that in general are fo-
cused on the shorter time scales. The strong shortwave ab-
sorption by BC aerosols influences atmospheric heating rates,
thus warming and stabilizing the troposphere (Fig. 7; vertical
temperature profile). This atmospheric warming is observed
after only a couple of hours and maximizes in about half a
year (Fig. 4). The drying and stabilizing atmosphere spurns a
general reduction in clouds at most levels, except the very
lowest clouds, for which an increase is established after about

a week. The maximum reduction in latent heat flux (and thus
precipitation) is reached after about a month}see the bottom
panel of Fig. 7, which shows a maximized precipitation re-
sponse at the 1-month time scale. It should be noted, how-
ever, that 50% of the magnitude of the rapid precipitation
adjustments (defined as the average response over years 6–15
in fixed-SST simulations) is realized within the first day for
both CO2 and BC. A notable exception is the two models that
perturb aerosol emissions instead of concentrations}these
models have rapid adjustments that are slower to establish.
Intermodel differences also arise from differences in the
vertical distribution of the aerosols, as seen in the different
vertical profiles of radiative responses in GISS-E2.1 versus
e.g., NorESM1-M.

Since the BC-induced precipitation response is a reduction
at all time scales (Fig. 1b), we do not see a transition from
positive to negative (as was seen for CO2) in the bottom panel
of Fig. 7. The effect of BC on surface temperature in the lon-
ger term is minor (see Fig. 1a and Stjern et al. 2017). Still, the
impact of surface heating on precipitation can be seen as a
reduction in the magnitude of the precipitation response in
Fig. 7, which at 1 month is stronger (more than 100%) than
the full response. As the climate warms (causing an increase
in precipitation), the strong precipitation reduction is slightly
muted. In the end, and unlike for CO2, it is the rapid adjust-
ments that dominate over the slower feedback effects in terms
of magnitude.

Responses to changes in SO4 aerosols differ from those to
changes in BC aerosols in that they generally occur on longer
time scales. The lack of an absorbing agent, present for both
CO2 and BC, makes for very weak climate responses in the
first time scales. Still, the cooling of the global land surfaces,
although slower than the warming caused by CO2, commen-
ces relatively quickly and is visible (Fig. 1a) after just a few
hours. For all drivers, the land warming in these fixed-SST
runs set up a land–ocean temperature gradient that may spur
rapid circulation changes not explored in this analysis. The
largest model differences are found in the rapid (first month)
responses in cloud cover following the perturbation of SO4.
Despite similar vertical and temporal responses in heating
rates and temperature, cloud changes in the different models
show substantial variation in their response to SO4. This may
be related to model differences in treatment of microphysical
effects of SO4. After about 2 years, the global-mean vertical
cloud change patterns are similar between the models.

Previous analyses have shown intermodel variation in cloud
responses stems to a larger extent from rapid adjustments
than feedbacks. Here, we show that intermodel differences in
cloud responses, while not large, are seen already in the first
day after perturbation. It should be noted that much of the
model differences in the aerosol experiments could have been
reduced by using only concentration-driven models, as emission-
driven models introduce a new set of choices and differences
between the experiment setup and outcomes. The main fea-
tures of the vertical and latitudinal pattern of the rapid cloud
adjustments (for the BC perturbation also the magnitude) are
established as soon as a few hours after idealized perturbations
of CO2, BC, and SO4. This is true for all the six models.
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FIG. 7. Schematic of time scales of climate responses to CO2, BC, and SO4, focusing on the main changes to temper-
ature, precipitation, and high and low clouds. Vertical lines illustrate changes from the baseline (black) vertical tem-
perature profile. Note that temperature profiles are highly stylized, as are selected changes in high/low clouds and
precipitation. (bottom) Model-average percentages at 100-yr (ERF normalized) response for chosen time periods.
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Even given the noted differences, the six models do in gen-
eral show surprisingly similar responses in both the magnitude
and timing of change in heating rate, temperature, precipita-
tion, and clouds. This underlines the robustness of model-
simulated time scales and patterns of key climate responses to
three of the most important climate drivers. The relevance
of the difference in response time scales between these drivers
becomes pertinent in the context of future emission changes.
While focusing on short-lived climate drivers such as aerosols
for achieving fast effects of mitigation efforts is well grounded,
the rapid climate effects of CO2 should not be forgotten. The
climate impacts of CO2 are indeed dominated by feedbacks
and long time scales. The longevity of CO2 in the atmosphere
precludes any immediate reduction in CO2 concentration. Yet,
if we refrain from adding to this concentration}by lowering
emissions or even by just keeping them constant}there will
be a rapid response in clouds and precipitation as seen in
Fig. 7. At constant concentration increase, the rapid adjust-
ments are continuously realized. As concentrations cease to
increase, these rapid adjustments to the increasing CO2 are
removed. We thus expect accordingly a certain increase in
precipitation, increase in low clouds, and reduction in high
clouds proportional to the CO2 emissions decrease. For SO4,
which is quickly removed from the atmosphere but for which
the response is dominated by the longer time scales, climate
responses to mitigation efforts will be felt after a few months.
And for BC, with its short atmospheric lifetime and domi-
nance of short time scales, mitigation efforts are likely to
have a fast impact on any detrimental climate effects that
high emission regions are currently exposed to.
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