
1. Introduction
The polar regions have a larger sensitivity to changes in global climate than any other region (Manabe & 
Wetherald, 1975; Meredith et al., 2019). This is called polar amplification, which refers to the multiple factors 
that control why polar regions are changing faster than the rest of the planet. A key reason for polar amplification 
is sea ice and snow loss, which changes surface albedo from light to dark and induces an additional regional 
warming, or climate feedback (Hall,  2004). Atmospheric temperature feedbacks such as the Planck feedback 
and local lapse-rate feedback also play an important role in this amplification (Stuecker et al., 2018). Rantanen 
et al. (2022) found that climate models and observational data disagree on the magnitude of Arctic amplification 
over the past 40 years, with larger trends found in observations. Climate models capture some aspects of polar 
amplification, but not all of the complexity of what is occurring within the rapidly changing polar regions, in 
particular in the Antarctic where the model bias is even more pronounced (D. M. Smith et al., 2019).

Abstract Natural aerosols and their interactions with clouds remain an important uncertainty within 
climate models, especially at the poles. Here, we study the behavior of sea salt aerosols (SSaer) in the Arctic 
and Antarctic within 12 climate models from CMIP6. We investigate the driving factors that control SSaer 
abundances and show large differences based on the choice of the source function, and the representation 
of  aerosol processes in the atmosphere. Close to the poles, the CMIP6 models do not match observed seasonal 
cycles of surface concentrations, likely due to the absence of wintertime SSaer sources such as blowing snow. 
Further away from the poles, simulated concentrations have the correct seasonality, but have a positive mean 
bias of up to one order of magnitude. SSaer optical depth is derived from the MODIS data and compared to 
modeled values, revealing good agreement, except for winter months. Better agreement for aerosol optical depth 
than surface concentration may indicate a need for improving the vertical distribution, the size distribution and/
or hygroscopicity of modeled polar SSaer. Source functions used in CMIP6 emit very different numbers of 
small SSaer, potentially exacerbating cloud-aerosol interaction uncertainties in these remote regions. For future 
climate scenarios SSP126 and SSP585, we show that SSaer concentrations increase at both poles at the end of 
the 21st century, with more than two times mid-20th century values in the Arctic. The pre-industrial climate 
CMIP6 experiments suggest there is a large uncertainty in the polar radiative budget due to SSaer.

Plain Language Summary Aerosols emitted from the ocean, such as sea salt particles (aerosols), 
are critical for the climate of polar regions. However, there is still uncertainty in their representation in climate 
models. The purpose of this work is to evaluate the representation of sea salt aerosols (SSaer) in the Arctic and 
Antarctic in a recent model inter-comparison initiative, and to assess the consequences for our understanding 
of present-day and future polar climate. We find that the models disagree between them and with observations 
from ground stations and from space. This suggests that the formulation of sea salt emissions in global models 
is not adapted for polar regions. With sea ice retreat, SSaer will most likely increase in the future, which makes 
addressing the current uncertainty an important next step for the scientific community.
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Clouds are a key, uncertain component of the polar and global climate system (Flato et al., 2013). Specifically, 
clouds can have both a cooling (via reflection of shortwave radiation) and warming (by trapping longwave radia-
tion) effect on the polar atmosphere, depending on their optical thickness and cloud droplet number as reviewed 
in Alkama et al. (2020). As a result, polar clouds in summer have the potential to dampen the radiative impact 
of sea ice loss through shortwave cooling (Alkama et al., 2020), but summertime low-level clouds in the Arctic 
can also favor sea ice melt through longwave warming (Y. Huang et al., 2021). In wintertime, the surface cloud 
forcing at the poles is stronger than in summer and with a warming effect (Curry et al., 1996).

Aerosols are also a key uncertainty in climate models globally and have even larger uncertainties in the polar 
regions (Sand et al., 2017). Aerosols influence the climate through their interaction with radiation directly (aero-
sol direct effect) and their role in cloud formation/modification (aerosol indirect and semi-direct effects) (Myhre 
et al., 2013). Natural sources of aerosols and their impacts on clouds have been less of a focus than understanding 
anthropogenic aerosols and their direct and indirect radiative effects (Boucher et al., 2013; Samset, 2022; Sand 
et al., 2021; Schmale et al., 2021). However, it is challenging to separate the effects on clouds and radiation of 
anthropogenic and natural aerosols, and these effects can have opposite signs, including at the poles (Allen & 
Sherwood, 2011). In addition, cloud-aerosol interactions are non-linear (Gryspeerdt et al., 2019), so estimating 
anthropogenic impacts on polar clouds requires an accurate understanding of the natural aerosol baseline. There-
fore improved representation of natural aerosols and their impacts on clouds are essential for improved anthropo-
genic climate change estimates.

Sea salt particles resulting from sea spray make up most of the aerosol mass over oceanic regions (Andreae & 
Rosenfeld, 2008), with an even larger fraction over the polar regions (Sand et al., 2017). Sea spray is composed of 
a mixture of inorganic salts and an organic fraction (including both dissolved organics and fragments of organic 
material). In this study, we focus on the inorganic fraction of sea spray emissions and use the wording sea salt 
aerosols (SSaer) to refer to the inorganic fraction (sodium chloride, sulfate, and other trace salt species) of sea 
spray. When discussing sea spray we refer to the full mixture of emitted species, which includes both inorganic 
and organic marine aerosols.

SSaer and sulfate emitted from sea spray can act as Cloud Condensation Nuclei (CCN) (Prank et al., 2022; Xu 
et al., 2022), and marine organics can act as Ice Nucleating Particles (DeMott et al., 2016; Wilson et al., 2015). 
Over polar oceans, sea spray aerosols including SSaer can seasonally make up most of the cloud seeding popu-
lation (Fossum et al., 2018; Quinn et al., 2017). They also scatter incoming solar shortwave radiation directly 
(Satheesh & Lubin, 2003; Takemura et al., 2002). In addition, SSaer also change the climate impacts of other 
species, including anthropogenic pollutants such as nitrate (Chen et al., 2020) and sulfate (Fossum et al., 2020), 
by regulating their droplet activation. Furthermore, SSaer modulate polar atmospheric chemistry by providing a 
surface for heterogeneous reactions and leading to bromine activation, with major effects on ozone and mercury 
depletion events (Hara et al., 2018; Marelle et al., 2021; Zhu et al., 2019). Accurately modeling sea spray aerosols, 
including inorganic SSaer, is therefore a prerequisite for properly representing the polar atmosphere. In particular, 
the SSaer physical parameters key to their cloud and radiation interaction and removal processes, are the number 
flux, the size distribution, and the hygroscopicity.

Sea spray emission over the open ocean is due to wind action that forms bursting bubbles at the sea surface, 
visible as white caps, which emit aerosols to the atmosphere (Monahan et al., 1986). The sea surface temperature 
(SST) can also modulate the size and number of aerosols emitted (Jaeglé et al., 2011; Liu et al., 2021; Mårtensson 
et al., 2003; Salter et al., 2015). Salinity affects the electrolytic properties of water, and as salinity increases, 
coalescence is inhibited and bubbles form in larger number and smaller radii, which then also affects the emission 
flux of SSaer (Zinke et al., 2022). There remain significant uncertainties in the open ocean sourced sea spray 
aerosol emission fluxes, including the relatively well-studied inorganic SSaer, that is emitted into the atmosphere, 
especially at the cold temperatures in the polar regions. For example, Regayre et al. (2020) found that sea spray 
emissions in the Southern Ocean needed to be tripled in a global simulation to match observations. Unlike other 
oceanic areas in the world that remain open throughout the year, estimates of sea spray emissions at the poles 
depend on a proper representation of sea ice cover, which is still challenging in climate models and exhibits a 
large spread in model ensembles (Notz & SIMIP Community, 2020; Roach et al., 2020). Additional polar-specific 
source processes of SSaer include blowing snow over sea ice (Yang et al., 2008; J. Huang & Jaeglé, 2017; Yang 
et al., 2019; Marelle et al., 2021) and emission fluxes specific to open water leads (Held et al., 2011; Ioannidis 
et al., 2022; Kirpes et al., 2019). Climate models parameterize emissions from open water leads in sea ice like 
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those from the open ocean, even though wave action and white caps are very different in leads than in open ocean 
due to for example, reduced wind fetch, local convection, and the lack of a surf zone on the sea-ice edge (Nilsson 
et al., 2001). Blowing snow sources of SSaer on the other hand are usually not included in global models and to 
our knowledge are not included in CMIP6 models.

Due to the ongoing trend of sea ice retreat (Meredith et al., 2019), sea spray emissions at the poles are likely to 
increase in the coming decades. Specifically, less sea ice means more open ocean and therefore more sea spray 
(Struthers et al., 2013). In parallel, increased sea spray emissions probably have a negative effective radiative 
forcing globally (Thornhill et  al., 2021), including at the poles (Browse et  al., 2014; Korhonen et  al., 2010), 
where it is likely dominated by the aerosol-cloud interaction (Struthers et al., 2011). The cooling induced by 
SSaer-cloud interactions could partially compensate for the warming caused by sea ice loss. Accurate representa-
tion of SSaer in the atmosphere is also important for reliable future climate projections. However, both Aero-
Com (Sand et al., 2017) and the Coupled Model Intercomparison Project Phase 6 (CMIP6) (Gliß et al., 2021; 
Mortier et al., 2020) reported a large uncertainty in the aerosol budget and seasonality, globally and at the poles. 
Fanourgakis et al. (2019) also indicated significant model diversity of up to two orders of magnitude in simulated 
SSAer concentrations over the Southern Ocean, resulting from different parameterizations in global models.

In the present work, we address the following science questions:

1.  How diverse are SSaer emissions/concentrations at the poles in CMIP6 models?
2.  What are the drivers of this model diversity?
3.  How well do the CMIP6 models and ensembles represent SSaer at the poles relative to surface observations 

and remote sensing?
4.  What are the implications of model diversity and changes in SSaer emissions, for the present and future polar 

climate?

To answer these questions, we conduct an assessment of polar SSaer diversity in CMIP6 models in Section 3.1, 
by comparing SSaer related variables in the CMIP6 historical experiment. We further evaluate the models 
against SSaer concentration data from measurement stations and aerosol optical depth (AOD) from the 
Moderate-Resolution Imaging Spectroradiometer (MODIS) Aqua and Terra satellite products in Section  3.2. 
Finally, in Section 3.3 we analyze the historical and future trends of SSaer in the Shared Socioeconomic Pathways 
126 and 585 scenarios and the sensitivity of the polar radiative budget to changes in SSaer emissions, through 
different CMIP6 experiments to shed light on the implications of modeling discrepancies in CMIP6.

2. Materials and Methods
2.1. Models

We use results from 12 climate models that are part of CMIP6. Models were selected based the availability of 
relevant variables for the evaluation of SSaer. The models included, along with the available variables and source 
function formulation are indicated in Table 1. Only one additional CMIP6 model features the mass mixing ratio of 
sea salt aerosol variable (mmrss) for the historical experiment (INM-CM5). We have chosen to discard this model 
because it produces unrealistic SSaer concentrations that are three orders of magnitude larger than any other 
model. All other CMIP6 models are excluded because they do not provide mmrss in the historical experiment.

In order to evaluate the representation polar SSaer within CMIP6 models, we extracted the following from the 
Earth System Grid Federation (ESGF) platform (ESGF, 2014), for the historical CMIP6 experiment (run with 
coupled ocean-atmosphere models) and for the period 1951–2014 (as summarized in Table  1): mass mixing 
ratio of sea salt aerosol (mmrss), sea salt aerosol emission flux (emiss), sea ice concentration (siconc), surface 
wind speed (sfcWind), optical depth of sea salt aerosol at 550 nm (od550ss) and planetary boundary layer height 
(bldep). We use this information for all 12 models, but exclude variables that were missing as output on the ESGF 
platform for certain models.

Future projections are also considered in this work, relying on the Shared Socioeconomic Pathway (SSP) 126 
and 585 experiments (ScenarioMIP activity - O’Neill et al., 2016). Here, we consider the two extreme scenarios, 
SSP126 and SSP585. SSP126 represents the low end of the range of plausible future pathways, where radiative 
forcing reaches a level of approximately 2.6 W m −2 in 2100 compared to the pre-industrial period. SSP585 is 
at the other end of the spectrum, with a radiative forcing of approximately 8.5 W m −2 at the end of the century. 

 21698996, 2023, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

038235 by N
orw

egian Institute O
f Public H

ealth, W
iley O

nline L
ibrary on [05/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

LAPERE ET AL.

10.1029/2022JD038235

4 of 36

In both of these scenarios, the Arctic surface air temperature warms more than the global mean. The change in 
temperature between 2000–2014 and 2085–2100 is different by a factor of around 2 between the global and Arctic 
average (3.8 vs. 1.5°C in SSP126 and 10.8 vs. 5.1°C in SSP585, respectively), and with a large uncertainty (model 
spread - in the sense of the difference between minimum and maximum increase - of 7°C in SSP126 and 10°C 
in SSP585). In contrast, the Antarctic has a lower warming than the global mean in both scenarios (Table A1). 
Other SSP scenarios are provided in CMIP6, including intermediate trajectories in between SSP126 and SSP585. 
However, we chose to select only the two extreme SSPs for this work in order to obtain lower and upper bound-
aries of the changes of polar SSaer.

The significance, sign and magnitude of trends in these scenarios are calculated using a Mann-Kendall test 
(Mann, 1945). For the evaluation of SSaer radiative impact, two experiments of the AerChemMIP activity are 
considered. For that, the top-of-atmosphere net downward radiation flux (rtmt) and near-surface air temperature 
(tas) in experiments piClim-2xss and piClim-control pre-industrial (30 years under 1850 climate) atmospheric 
composition scenarios are investigated.

For spatial ensemble means, model output is first re-gridded to a common grid, to the lowest model resolution avail-
able (3°lon × 2°lat). The re-gridding is done using Climate Data Operators bilinear remapping tool (Schulzweida 

Table 1 
CMIP6 Models Considered and Their Sea Spray Source Function and Emission Drivers

Model Source function Drivers Limit radii (μm)

Data used

mmrss, siconc, sfcWind emiss od550ss bldep dryss/wetss piClim SSP

BCC-ESM MA06 Wind 0.1–10 x x

CESM MO86, MA03 Wind, SST 0.02–10 x x x x

CNRM-ESM JA11, GR14 Wind, SST 0.03–20 x

EC-Earth GO03, SA15 Wind, SST 0.09–0.794 x x x x x

GISS MO86 Wind 0.1–4 x x x x x

HadGEM GO03 Wind 0.05–5 x x x x

IPSL-CM6A MO86, SM98 Wind 0.1–1.185 x x x x x x

MIROC-ES2L MO86 Wind 0.1–10 x x x x x

MPI-ESM MO86, SM98 Wind 0.5 x x x x x

MRI-ESM MO86 Wind 0.13–1.75 x x x x x

NorESM SA15 Wind, SST 0.0475–0.75 x x x x x x x

UKESM GO03 Wind 0.05–5 x x x x x

Full model names and CMIP6 references

The Beijing Climate Center Earth System Model (Wu et al., 2020)—BCC-ESM1

The Community Earth System Model (Danabasoglu et al., 2020)—CESM2

The Centre National de Recherches Météorologiques Earth System Model (Séférian et al., 2019)—CNRM-ESM2-1

The European Community Earth System Model (Döscher et al., 2022)—EC-Earth3-AerChem

The NASA Goddard Institute for Space Studies Earth System Model (Miller et al., 2021)—GISS-E2-1-H

The Hadley Centre Global Environmental Model (Sellar et al., 2020)—HadGEM3-GC31-LL

The Institut Pierre Simon Laplace Climate Model (Boucher et al., 2020)—IPSL-CM6A-LR-INCA

The Model for Interdisciplinary Research on Climate Earth System for Long-term simulations (Hajima et al., 2020)—MIROC-ES2L

The Max Planck Institute Earth System Model (Gutjahr et al., 2019)—MPI-ESM-1-2-HAM

The Meteorological Research Institute Earth System Model (Yukimoto et al., 2019)—MRI-ESM2-0

The Norwegian Earth System Model (Seland et al., 2020)—NorESM2-LM

The UK Earth System Model (Sellar et al., 2020)—UKESM1-0-LL

Note. MA06 is Mahowald et al. (2006), MO86 is Monahan et al. (1986), MA03 is Mårtensson et al. (2003), JA11 is Jaeglé et al. (2011), GR14 is Grythe et al. (2014), 
GO03 is Gong (2003), SA15 is Salter et al. (2015), and SM98 is M. H. Smith and Harrison (1998). For the limit radii of sea salt aerosols, values in italic indicate 
smallest/largest lognormal modes instead of cut-off sizes.
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et al., 2012). For regionally averaged numbers, a weighted mean is applied, with weights corresponding to the 
grid cell area. Ground station data usually provide a mass concentration of sodium, whereas models output the 
SSaer mass mixing ratio. For the comparison between the two, the SSaer mass mixing ratio is therefore converted 
into a mass concentration under a standard air density at 1 atm and 0°C temperature (1.2922 kg m −3). SSaer in 
the models is assumed to follow the composition of Seinfeld and Pandis (2016), and sodium mass is thus taken 
as 30.61% of SSaer mass. Near-surface concentration in the models refers to the concentration within the lowest 
vertical level. Furthermore, the atmospheric lifetime of SSaer is calculated as the global load (i.e., the integral 
of mmrss on the vertical levels for each latitude and longitude) divided by the global emission rate, weighted by 
grid cell area. We do not use deposition for the lifetime analysis because it is only available for 8 out of the 12 
models. A comparison (not shown here) of the results using total deposition (dry + wet) instead of emissions 
where possible for this computation shows minor differences that do not affect the conclusions for most models. 
However, two models (CESM and MPI-ESM) simulate different budgets for emission and deposition, leading to 
different computed lifetimes (up to 30%). This might suggest too much SSaer accumulation in the atmosphere in 
these two models. Discrepancies in the emission or deposition diagnostics used in the models could also explain 
this difference. This is not investigated in this work. The metrics used to compare models and observations are  the 
normalized mean bias (NMB), defined as NMB = (〈MODEL〉 – 〈OBS〉)/〈OBS〉, where < . > is the annual mean, 
and the Pearson correlation coefficient, simply referred to as correlation (R).

Among the 12 models considered, sea spray emissions are parameterized by eight different source functions or 
combinations of source functions (Table 1). The common feature of these source functions is that for a given aero-
sol radius, the emission flux is proportional to the wind speed raised to a varying exponent. Some of the parameter-
izations also account for the dependence of sea spray emissions on SST. Although there is still debate on the exact 
role that SST plays in the sea spray emission process, including it generally improves the fit with observations as 
reviewed in Grythe et al. (2014). For example, the Jaeglé et al. (2011) parameterization decreases emissions at 
colder SST, whereas the Salter et al. (2015) source function does the opposite. For polar waters, for example, an 
increase in SST may decrease the number of sea spray aerosol produced, without significantly affecting the shape 
of the size distribution (Zábori et al., 2012). This is consistent with the Salter et al. (2015) source function, but 
opposite to the SST dependence in the Jaeglé et al. (2011) source function, for which emissions increase at higher 
SST. This shows that not all source functions may be fit for use in polar regions. The source functions are further 
investigated in Section 3.1.2 based on offline calculations from the source function formulations, using a sectional 
approach with fixed bins, regardless of what is actually done in the models. This approach is used to evidence the 
diversity coming from the source functions themselves rather than the aerosol schemes of the models.

To our knowledge, polar-specific sources of SSaer such as blowing snow over sea ice and emissions from leads 
are not taken into account in CMIP6 climate models, which may limit their performance at high latitudes. Meas-
urement campaigns have shown that such sea ice related sources can be an important contributor to SSaer load in 
winter (Frey et al., 2020; Kirpes et al., 2019). Similarly, only the fraction of the ocean that is ice-free can lead to 
sea spray emissions. Therefore, SSaer emissions at the poles in climate models are highly dependent on a proper 
representation of sea ice cover. As a consequence, SSaer emissions are probably harder to adequately model at the 
poles than in any other oceanic region in the world. However, even for mid-latitudes and more generally globally, 
climate models disagree on SSaer representation, such as their total emission fluxes, lifetime, burden, and optical 
properties including hygroscopicity (Burgos et al., 2020; Gliß et al., 2021). The sinks of SSaer such as dry and 
wet deposition, control their atmospheric quantities. Accurate wet deposition rates require adequate precipitation, 
which is challenging for Antarctica (Roussel et al., 2020) and the Arctic (Diaconescu et al., 2018) in climate 
models. In parallel, dry deposition of aerosols is sensitive to the choice of deposition velocity, which is usually 
not tuned for snow-covered terrain in chemistry-transport models, resulting in large uncertainties in the Arctic (Qi 
et al., 2017). Dry deposition is also sensitive to boundary layer stability, which is difficult to model especially in 
polar regions (Holtslag et al., 2013). Finally, the transport of aerosols from the mid-latitudes to the poles can also 
represent a source of uncertainty in the models. Therefore, it is not expected that climate models would converge 
in regions as complex as the poles, where in addition to emission fluxes, meteorology (Cai et al., 2021) and 
anthropogenic aerosol budgets (Sand et al., 2017) are more challenging to represent.

2.1.1. Reanalysis

In order to assess how CMIP6 models compare with more widely used air quality-oriented reanalyses, this work 
includes two monthly reanalysis products. The Modern-Era Retrospective analysis for Research and Applications, 
Version 2 (Global Modeling and Assimilation Office,  2015, MERRA2) and the Copernicus Atmosphere 
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Monitoring Service (Inness et  al.,  2019, CAMS). For the former, the Sea Salt Surface Mass Concentration 
(SSSMASS) variable from the tavg1_2d_aer_Nx monthly product is considered, over the period 1980–2021. For 
the latter, the CAMS global reanalysis (EAC4) monthly averaged fields product is used and the three size bins 
of the Sea salt aerosol mixing ratio variable are summed and taken at the first model level, over the period 
2003–2021. We also use the monthly climatology of sea ice concentration from the fifth generation ECMWF 
atmospheric reanalysis of the global climate (Hersbach et al., 2019, ERA5).

2.2. Observations

2.2.1. Ground Based Stations

Combining data from the literature (Legrand et al., 2016; Yang et al., 2019) and from the EBAS platform (Norwe-
gian Institute for Air Research, 2022), sodium aerosol concentration measurements were obtained over a multi-
year period for 9 stations in the Arctic and five in the Antarctic. Their location, the data source, and the period 
covered by the observations are detailed in Figure 1. When taken from the EBAS platform, the weekly measure-
ments of atmospheric sodium, typically conducted using high-volume air samplers, are then averaged to obtain 
the annual cycle of monthly means and the related standard deviations, over the entire time period in the data set. 
We use these observations without assuming a particular cut-off size and directly compare to the total sodium 
mass derived from the modeled SSaer (maximum radii in the models can be found in Table 1).

Figure 1. Arctic and Antarctic measurement stations providing sea salt surface mass concentration data. Blue colormaps indicate areas with a sea ice concentration 
above 50%. The lighter blue is for February in the Arctic, and August in the Antarctic. The darker blue is the opposite. The sea ice data are from ERA5. The black 
dashed line shows the 60° limit considered for regional aggregated analyses. Abbreviations in the maps are the first two letters of the corresponding station name.

 21698996, 2023, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

038235 by N
orw

egian Institute O
f Public H

ealth, W
iley O

nline L
ibrary on [05/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

LAPERE ET AL.

10.1029/2022JD038235

7 of 36

The nine Arctic stations include two sites above 80°N (Alert and Villum) in Canada and Greenland, respectively. 
These two coastal sites are surrounded by sea ice even in summer (blue contour in Figure 1). Data from a third 
coastal site (Utqia𝐴𝐴 ġ vik, Alaska, 71°N) is available, where, in contrast to Alert and Villum, the shore is sea ice 
free in summer but sea ice covered in winter. Summit (Greenland) is an inland station in the middle of Greenland. 
Zeppelin (Svalbard) is a mountainous site (475 m a.s.l.) near the shore of a fjord at 79°N, which is more and 
more influenced by sea spray (Heslin-Rees et al., 2020). The rest of the Arctic stations considered in this work 
are in northern Europe (Irafoss in Iceland, Pallas in Finland, Karasjok in Norway and Bredkälen in Sweden). 
For Antarctica, one of the five stations is far inland (Concordia), one is on the coast of East Antarctica (Dumont 
d’Urville) and the three others are in coastal western Antarctica (Halley, Neumayer, Palmer). These stations 
are located between 65°S and 75°S (Figure 1). The sodium aerosol concentration measurement data provided 
for these stations do not include information on measurement uncertainty. Theoretically, high volume samplers 
carry a ±0.04 μg m 3 precision for particulate matter mass collected on filters, although this uncertainty is highly 
dependent on environmental factors (McCurry, 2000).

2.2.2. Satellite Remote Sensing

A regional evaluation of SSaer in CMIP6 is conducted by comparing its modeled optical depth with AOD satel-
lite data from MODIS (Platnick, 2015). To our knowledge, there is no pure satellite climatology for SSaer AOD. 
Those products available such as MACv2 (Kinne, 2019) usually include a modeled component in their climatol-
ogy. For the purpose of this CMIP6 model evaluation, a proxy based on MODIS AOD and Angstrom exponent 
is therefore used to create a simple version of this missing product. A more refined dedicated polar marine AOD 
climatology product could be created by combining several satellite sources (Atmoko & Lin, 2022; Dasarathy 
et al., 2021; Dror et al., 2018) in future work. However, the Arctic time series obtained using the methodology 
described below (Section 3.2.2) is well in line with the SSaer AOD values reported in Xian et al.  (2022) for 
example, which are based on an ensemble of reanalyses. This suggests that the simple proxy used here yields 
reasonable values of SSaer AOD.

This custom product is based on the MODIS Atmosphere L3 Monthly Products MOD08_M3 (from satellite Terra) 
and MYD08_M3 (from satellite Aqua) (Platnick, 2015) for the period 2005–2014. The monthly mean AOD at 
550 nm is taken from the Dark Target/Deep Blue (DTDB) combined variable AOD_550_Dark_Target_Deep_
Blue_Combined_Mean_Mean. This AOD product carries an uncertainty of around 0.03 (Sayer et  al.,  2013). 
Then, a filter is applied that aims at keeping only the contribution of SSaer to AOD. This filter is based on the 
condition that the Angstrom exponent is below 1 to filter out fine-mode aerosols. The implied assumptions are 
that SSaer are dominated by coarse-mode particles and that coarse-mode aerosols over the polar oceans are domi-
nated by SSaer. The former is shown in for example, Murphy et al. (2019), the latter assumption is discussed in 
the next paragraph. The Aerosol_AE1_Ocean_JHisto_vs_Opt_Depth variable from MOD08_M3 and MYD08_
M3 is used to discriminate Angstrom exponents. It contains, for each month and grid cell, a joint histogram of 
the calculated Angstrom exponent (0.55–0.86 μm) versus retrieved AOD at 550 nm. This variable provides data 
only over oceans, and as a result the product we build here is only valid for oceans. We use it as follows: for each 
grid cell and month, the frequency of records with AE < 1 that is, FreqAE<1 = CountsAE<1/CountsAE is computed, 
regardless of the AOD joint distribution. The DTDB 550 nm AOD is then multiplied by this FreqAE<1 factor to 
approximate the fraction of AOD attributable to coarse-mode aerosols, and by extension SSaer. The resulting 
estimated fraction of AOD from MODIS attributed to SSaer is referred to as AODss in the continuation. The 
algorithm created to build this AODss extraction from MODIS is attached to this paper.

The key assumption for the validity of this approach is that coarse-mode aerosols in the MODIS records are 
dominated by SSaer over polar oceans and therefore that dust has a minor contribution. This hypothesis is 
supported by the MACv2 aerosol climatology (Kinne, 2019), which provides AOD based on AERONET/MAN 
and climate models, with species differentiation. We use this data set to evaluate the contribution of SSaer AOD 
to {SSaer + dust} AOD and assess the validity of the assumption that dust is not an important fraction. In this data 
set, the fraction of {SSaer + dust} AOD attributed to SSaer is well above 80% over most of the polar oceans, except 
in coastal areas where important dust sources can be found (Meinander et al., 2022) and the central Arctic, which 
is permanently covered with sea ice (Figure 1). For these regions, however, AOD in MACv2 is very low and/or 
dominated by the fine-mode fraction, which is filtered out by our Angstrom exponent criterion. Therefore the 
MACv2 product supports the assumption that coarse-mode AOD over the polar oceans is essentially SSaer AOD, 
as illustrated in Figure A1. Sporadic transport events of aerosols (volcanic ash, biomass burning, anthropogenic 

 21698996, 2023, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

038235 by N
orw

egian Institute O
f Public H

ealth, W
iley O

nline L
ibrary on [05/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

LAPERE ET AL.

10.1029/2022JD038235

8 of 36

pollution) can also affect the signal recorded by MODIS, but we argue that such short-lived events are smoothed 
out by the monthly averaging, except where the number of available records is low. All of the above suggests that 
the simple proxy used here yields plausible SSaer AOD values derived from MODIS, although the uncertainty 
on these values was not quantified in this work.

3. Results and Discussion
3.1. Representation of Polar SSaer in CMIP6

In the Arctic, the CMIP6 1951–2014 climatology of the SSaer surface mass mixing ratio (referred to as mmrss 
from now on) shows maximum values over the northern Atlantic and northern Pacific (Figure 2), with the mixing 
ratio decreasing poleward, reaching averages below 1 μg kg −1 in the high Arctic. CNRM-ESM is an exception, 
with mixing ratios more than one order of magnitude greater than any other model. This discrepancy is discussed 
later on. The northward negative gradient is consistent with an increase of the relative area fraction covered by sea 
ice as latitudes increase, which inhibits the production of sea spray. Over the continents, concentrations are gener-
ally below 1 μg kg −1, down to less than 50 ng kg −1 in some models, with mmrss decreasing inland, in connection 
with the deposition of the SSaer during transport. Therefore, all the models have characteristics that are consistent 
with the expected behavior of SSaer production and transport patterns.

Although the spatial distribution remains relatively consistent (Figure 2), in terms of magnitude, there is a large 
diversity between models. CNRM-ESM appears as an outlier at both poles, yielding very high mmrss of up to 

Figure 2. Sea salt aerosol mass mixing ratio in the lowest model level. Annual average for the period 1951–2014 in the CMIP6 historical scenario. Arctic map. NB: 
CNRM-ESM values are divided by 25 to fit in the colorbar.
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900 μg kg −1, 20 times larger than any other model. This can be explained by a larger coarse size radius of SSaer 
at emission in CNRM-ESM compared to the other models, as already noted in Thornhill et al. (2021). In this 
regard, CNRM-ESM being an outlier, this model is not included in the continuation of the analysis unless explic-
itly mentioned. CNRM-ESM aside, GISS presents the highest mixing ratios, with more than 40 μg kg −1 in the 
northern Atlantic and more than 1 μg kg −1 over most of the high Arctic and continental areas. At the other end 
of the spectrum, MRI-ESM and MIROC-ES2L do not exhibit mixing ratios above 10 μg kg −1, and they drop to 
less than 50 ng kg −1 over continental areas. This spread in magnitudes will be further analyzed in Section 3.1.2 
based on source functions. In some models, the latitudinal gradients are sharper (e.g., BCC-ESM compared to 
EC-Earth) suggesting different representations of atmospheric dynamics (transport, boundary layer dynamics) 
and deposition (dry and wet).

For the Antarctic (Figure 3), this climatology of mmrss has larger values than for the Arctic, due to the Southern 
Ocean providing a large source area of sea spray combined with strong winds. A band of maximum mmrss is 
found around 50°S in the Southern Ocean in all the models, followed by a negative gradient toward the pole 
related to deposition during the transport. Again, CNRM-ESM aside, GISS presents the highest values, whereas 
MRI-ESM and MIROC-ES2L have the lowest, and the poleward gradient is more or less sharp depending on the 
model. Similarly to the Arctic, CMIP6 models give a generally consistent spatial distribution of mmrss in the 
Antarctic, except for the magnitudes, which are even more diverse.

The diversity in spatial gradients between models is particularly relevant for the interpretation of ice cores from 
polar ice sheets (Greenland, Antarctica). Sea salt in ice cores at coastal sites can be used as a proxy for sea 
ice conditions variability, but models usually show that for continental polar areas, meteorology, atmospheric 

Figure 3. Same as Figure 2 but for the Antarctic.
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transport, and deposition control sea salt in ice cores instead (Levine et al., 2014; Rhodes et al., 2018). The differ-
ences in transport shown here in CMIP6 models suggest that the relative attribution of sea salt variability in ice 
cores to transport meteorology and changes in the sea ice source can be quite uncertain. The spatial distribution 
is consistent from one model to another, but differences in gradient suggest that the representation of atmospheric 
dynamics and sinks (wet and dry deposition) may differ.

Figure 4 further summarizes the model diversity, including for other SSaer related variables. Similarly to mixing 
ratios, there is a large diversity in total mass emission and deposition fluxes, which partly accounts for the 
diversity in mmrss. In addition, SSaer are not found at the same altitudes in all the models. This information is 
contained in the aerosol layer height, which is defined as a weighted mean of SSaer layer height using the mmrss 
of each layer as the weight (Figure 4). For CESM this height is 956 m, while it is only 136 m in IPSL-CM6. This 
aerosol layer height is important when it comes to the interaction of SSaer with clouds. The residence time (or 
lifetime) of SSaer is one of the most diverse metric, with values between a few hours up to several days depending 
on the model. This factor may explain the differences in transport over land, since models with longer residence 
time also feature higher concentrations over Antarctica and Greenland (Figures 2 and 3). These differences in 
lifetime can be explained by the vertical distribution of SSaer: models with longer lifetime also have higher 
aerosol layer height. GISS is an exception in that case, but the relatively small deposition flux compared to the 
other models compensates for the lower aerosol height and extends the residence time. SSaer optical depth is 
also diversely represented in the models, and not directly related to mmrss, indicating possible differences in the 
parameterizations of the size distribution and hygroscopicity. We note that the GISS AOD values for SSaer are 
much higher than other models, therefore we exclude this model from the AOD analysis that follows.

In summary, there is a large diversity in CMIP6 models in terms of their SSaer climatologies at the poles, from 
the mass emissions (factor 3 between lower and higher models) to the surface mass mixing ratios (factor 4–5), 
through the aerosol layer height (factor 7–8), lifetime (factor 9), optical depth (factor 4) and total deposition 

Figure 4. Model diversity in mass emissions, surface mass mixing ratio, aerosol layer height, aerosol optical depth (AOD), dry and wet deposition, and lifetime of sea 
salt aerosol. Average for the period 1951–2014. The color scale highlights the highest values for each column. CNRM-ESM is excluded from this color scale for mass 
emission and mmrss. Empty cells indicate that values are not provided by the model. mmrss is multiplied by 10 and AOD is multiplied by 1000 for improved readability.
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(factor 2–3). In the Arctic, dry deposition is more diverse (factor 15) than wet deposition (factor 3), whereas in 
the Antarctic, both dry and wet deposition have a similar inter-model spread (factor 9). This difference in varia-
bility in wet deposition might be related to the difficulty to properly reproduce Antarctic precipitation in models 
(Palerme et al., 2017).

3.1.1. Model Diversity Drivers

The diversity in SSaer climatology is further investigated and explained in terms of the annual cycle of mmrss 
and the associated drivers (Figure 5). mmrss over the ocean is driven by emissions, the height of the boundary 
layer, and deposition rates. Emissions are themselves driven by wind speed and sea ice fraction. SST also affects 
emissions, but for consistency this variable is not included in the following analysis on annual cycles of emission 
drivers, since only four of the models take it into account in their source function. Here the focus is on the dynam-
ical drivers and their effects on emissions and concentrations. Figure 5 presents the annual cycle of the aforemen-
tioned variables for the Arctic and Antarctic, averaged over grid points where emissions are strictly positive and 
the open ocean fraction is at least 10%. This filter is applied to allow a fair comparison across all models.

In the Arctic, mass emissions are consistently at their lowest in the summer months (Figure 5c), when despite 
increasing sea ice melt and therefore increasing open ocean area (Figure 5e), wind speeds are at their lowest 
(Figure  5g), thus limiting sea spray. All models show similar magnitudes in summer, except for IPSL-CM6 
which features greater values. The spread is larger in the fall/winter months with a factor of up to three between 
IPSL-CM6 and GISS on the total emission rate in October. This diversity in emissions seems driven mainly by 
diversity in sea ice (larger spread) and then by wind speed. Furthermore, the source function formulation and size 
distribution of the emitted aerosols are key factors that are discussed in Section 3.1.2.

For the winter months, when wind speeds are higher, the sea ice fraction seems to be the factor limiting emis-
sions, while in the fall, when there is more open ocean, the wind seems to be the controlling factor. In parallel, 
the ongoing reduction of sea ice cover in the Arctic appears to be correlated with stronger winds in fall/winter 
months (Vavrus & Alkama, 2022). Therefore, in the context of future climate, the shape of the annual cycle of 
emissions is likely to change, with possibly an even greater amplitude between summer and fall/winter emissions. 
Given that the radiative impact of SSaer changes with seasons (Section 3.3.1), changes in the seasonality of SSaer 
emissions might have important implications for the polar climate.

For the Antarctic (Figures 5d, 5f, and 5h), the emission drivers are even more spread across models, particularly 
the open ocean fraction in the winter months, resulting in a diversity factor of up to six in total mass emissions. 
Unlike for the Arctic, annual cycles show different shapes in some models. For example, MIROC-ES2L and 
MPI-ESM show a SSaer production peak in May–Jun whereas the other models have maximum emissions in 
Mar–Apr, along with a sharper seasonality. In this case, the sea ice cover appears to be the reason for this diversity.

The diversity in emissions is partly translated into mmrss (Figures 5a and 5b) although it does not account for 
the relative ranking of the models or for some characteristics of the annual cycle. For example, GISS is the 
model with the lowest mass emissions in the Arctic (Figure 5c), and around median emissions in the Antarctic 
(Figure 5d), but shows the highest mixing ratios at both poles. This could result from the representation of the 
dynamics of the boundary layer, since GISS has a mean planetary boundary layer height between 300 and 500 m, 
about three times lower than other models (Figures 5i and 5j), which results in a higher boundary layer concen-
tration for the same amount of emissions. EC-Earth also shows very shallow boundary layer heights similar to 
those of GISS, along with a comparatively higher emission rate at both poles, which should result in mixing 
ratios higher than in the other models. However, those mixing ratios are lower, due to a shorter lifetime of SSaer 
of around 14 hr, while it is more than a day in GISS (Figure 4). This is also reflected by a deposition flux twice 
as large in EC-Earth compared to GISS, where the difference mostly comes from dry deposition (Figure 4). In 
terms of the annual cycle, in the Arctic the seasonality of the boundary layer height shows the same shape as 
for emissions, which are both consistent across models. Therefore, the cycle of mixing ratio follows the cycle of 
emissions. However, in the Antarctic, the planetary boundary layer height cycle is more diverse, as is the case 
for emissions, resulting in more diverse values and seasonality. Deposition fluxes and lifetimes further modify 
the relative ranking of models in terms of mixing ratio as shown in Figure 4, but the seasonality is not affected.

3.1.2. Role of Emission Source Functions

The source function formulations also affect the diversity in emissions. Figure 6 explores the differences in fluxes 
resulting from the diversity of source functions used in the CMIP6 models. The source functions and aerosol 
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Figure 5.
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modes/bins used in the models are summarized in Table 1. All the models except NorESM use a whitecap frac-
tion approach based on surface wind speed, but not all include a dependence on SST. Instead, NorESM uses the 
air-entrainment-based Salter et al. (2015) formulation.

Figure 6a shows the theoretical mass flux from an offline calculation of SSaer emissions for each source function 
using an arbitrary fixed wind speed and SST (10 m s −1 and 5°C, respectively) and varying aerosol size bins, as 
described in Section 2.1. Figure 6b explores the effect on this flux of varying wind speed and SST for given size 
bins. Some CMIP6 models use a modal aerosol approach, some use a sectional (size bins) aerosol approach. Here, 
for the sake of comparability of the source functions, we use a sectional approach for the aerosol sizes. Therefore, 
the following analysis reflects the model diversity due to the source functions without considering the actual 
aerosol size distributions (modal or sectional) that are included within each model.

Figures 2 and 3 show that CNRM-ESM has mmrss much higher than all the other models. This is explained by 
the use of the Grythe et al. (2014) source function with size bins up to 20 μm radius. First, the other CMIP6 
models only emit up to a maximum radius of ∼10 μm, so CNRM-ESM adds an extra mass in the 10–20 μm range. 
Second, the Grythe et al. (2014) source function has a coarse emission mode with a mean radius of 30 μm, induc-
ing large emissions of coarse particles which strongly contribute to mass. Figure 6a shows that for a maximum 
radius of 20 μm, this source function yields a mass flux one order of magnitude greater than any other model for 
a given wind speed of 10 m s −1 and 5°C SST, which is the difference observed in Figure 4.

Figure 6a also shows that for a given choice of aerosol size bins (assuming a sectional approach with mean radii 
0.05-0.5-1-Rmax μm and varying Rmax), selecting a source function over another can change the flux by up to one 
order of magnitude (e.g., gray bar for JA11 vs. gray bar for GR14). Furthermore, the source functions do not have 

Figure 5. (a and b) Annual cycles of sea salt aerosol mass mixing ratio at surface level, (c and d) sea salt aerosol mass emission, (e and f) fraction of open ocean, (g and 
h) surface wind speed, and (i and j) planetary boundary layer height at latitudes above 60°N (left) and below 60°S (right) in CMIP6 models for the period 1951–2014. 
Lines show the monthly average over the period for each model. Emissions are summed to obtain the total emission flux over the considered region. Mixing ratio, wind 
speed and planetary boundary layer height are averaged for grid points over the ocean, with non-zero emissions and less than 90% sea ice cover. The open ocean fraction 
is computed as one minus the average of the sea ice concentration over the considered region. Panels (i and j) only include the nine models providing the bldep variables 
(i.e., all except BCC-ESM, CNRM-ESM and MRI-ESM). Panels (c and d) do not include BCC-ESM as emission rates are not available for that model. CNRM-ESM is 
not included in this analysis.

Figure 6. Sea salt aerosol source functions used in CMIP6 models. (a) Effect on the mass emission flux of changing the aerosol cut-off radius (Rmax), at 10 m s −1 wind 
speed and 5°C sea surface temperature (SST). (b) Effect of changing wind speed (U) on the mass emission flux for a cut-off radius at 10 μm. Green and blue stars 
indicate mass emission fluxes for 0 and 10°C SST, respectively, at 10 m s −1 wind speed. In both panels, size bin limits are taken as 0.05-0.5-1-Rmax μm.
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the same sensitivity to the choice of the larger aerosol size. Some source functions are very sensitive to the radius 
of the coarser section, which leads to large changes in the mass flux (SM98, MA06, and GR14) with larger mass 
emissions for bigger particle bins. But for the others, the number flux for larger particles decreases fast which 
causes the mass flux to increase less as radii increase. For the SSaer emissions, although it is critical for the wind 
speed (and SST when used) to be accurately represented, the diversity between models is driven primarily by the 
choice of the source function formulation and aerosol size bins rather than by meteorological differences (see 
Figures 6a and 6b). When changing wind speeds by ±1 m s −1 (which is the spread found in CMIP6 models), 
the impact on the mass emission flux is generally smaller than a change in the coarse mode aerosol size bins. 
Figure 6b also shows the influence of accounting for SST in the source function (blue and green stars). In general, 
changing the SST by ±5°C leads to a similar to smaller change in the mass emission flux than varying the wind 
speed by ±1 m s −1. Since the spread in SST in CMIP6 models is less than 5°C, we therefore conclude that the 
emission flux dependence on SST is not an important contributor to the CMIP6 model diversity.

The fine aerosol size bins (taken here as 300 nm and smaller aerosol diameter) influence the number of SSaer 
potentially acting as CCN. BCC-ESM barely produces any SSaer below 300 nm since the smaller aerosol bin 
considered has a minimum diameter of 200 nm. For the other source functions, we compute the number emission 
flux considering the following SSaer diameter bins: [30-40-50-60-70-80-90-100-200-300] nm. In this range of 
diameters, the total number flux of SSaer varies by a factor of 8, except for the MO86 function which yields a 
number flux 2 orders of magnitude larger in this size range. Therefore, for models including the interactions of 
aerosols with radiation and clouds, the choice of source function can strongly influence the associated radiative 
impacts, as illustrated in Prank et al. (2022).

In summary, the large variety in the magnitude of simulated SSaer concentrations at the poles is driven primarily 
by the choice of aerosol emission sizes and the source function, and second by the meteorological drivers of 
emissions (open ocean fraction, wind speed, mean planetary boundary layer height). The atmospheric processes 
(deposition, transport, aging) and thereby the residence time of SSaer drives the differences in spatial distribu-
tion and concentrations over the ocean and land. The variety in seasonality is primarily driven by sea ice and 
meteorology, with diverse sea ice concentration and wind speed annual cycles modulating emissions, but also 
heterogeneity in the representation of the planetary boundary layer and deposition which influence concentra-
tions irrespective of the emission flux. The choice of aerosol sizes and source function formulation also affects 
the number of SSaer that could act as CCN.

3.2. Evaluation Using Observations

3.2.1. Comparison With Ground Based Stations

Given the previously identified diversity in mmrss in the investigated CMIP6 models, a comparison with the 
observed sodium aerosol concentration from ground-based stations is conducted to evaluate individual model 
and ensemble performance (Figure 7, 8, and A2). Figure 7 summarizes the comparison between the annual cycle 
of sodium near-surface concentration in the CMIP6 models and the measurements for the 14 stations. The NMB 
and correlation of the annual cycle of individual models as well as the ensemble mean are computed. Reanalysis 
data from MERRA2 and CAMS are also included. The data from observations and models are averaged over the 
longest available period for each of them, that is, 1951–2014 for CMIP6, 1980–2021 for MERRA2, 2003–2021 
for CAMS, and as indicated in Figure 1 for the measurements. A comparison (not shown here) was performed to 
test the validity of considering various time periods in the evaluation against observations. For the four stations 
which have data for the common period 2003–2014, all data sets including measurements, CMIP6 models and 
reanalysis were limited to the 2003–2014 period and the same comparisons were made. This analysis revealed 
that the changes in values are minor and the conclusions about the annual cycles are not affected by a change in 
the time period considered, hence validating the approach using the longest time periods available.

3.2.1.1. Arctic

For the Arctic stations, Figure 7 shows that most CMIP6 models have mean concentrations around two to eight 
times larger than observations. Except for one station where it is negative, the correlation between the modeled 
and observed annual cycles of concentrations are positive, and mostly above 0.5, indicating a reasonable season-
ality. At the Irafoss and Summit stations, the correlation coefficient between the CMIP6 ensemble mean annual 
cycle and the observations is high, at 0.85 and 0.84, respectively, despite NMB of up to one order of magnitude 
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in individual models. At the Zeppelin, Utqiaġvik, Pallas, Karasjok and Bredkälen stations, NMB and correlations 
are between 91% and 435%, and 0.61 and 0.81, respectively. Unlike the two previous ones, some models at these 
four stations are not significantly correlated with the observations at the 95% level. Alert and Villum stations 
are the only two locations where the NMB is relatively small, and negative (around −20%). However, due to the 
low correlation (−0.45 at Alert, 0.44 at Villum), this relatively low NMB is not a sign of good performance, as 
discussed later.

In order to understand if the variation by season for SSaer is correctly represented we apply a bias correction on 
CMIP6 model output (Figure 8). For each model, the annual cycle is adjusted by the factor 〈OBS〉/〈MODEL〉, 
which is the annual mean observed sodium concentration divided by the annual mean in the model for each 
station. Using the bias corrected data (Figure 8) for the Arctic stations Alert and Villum, CMIP6 models have 
very diverse annual cycles (the median correlation across models is not significant at the 90% level). The ensem-
ble mean has no significant correlation with the corresponding observations at the 95% level (boundaries of the 
confidence interval have opposite signs). Also, the yearly maximum in Aug–Sep in the models contrasts with 
observations which are at their minimum during that period. For such high-latitude stations, where the Arctic 
Ocean is covered with sea ice throughout the year and the production of sea spray does not occur, it is thought 
that the observed wintertime SSaer maximum originates from blowing snow on sea ice emissions (J. Huang 
& Jaeglé, 2017; Yang et al., 2008, 2019) or from sea spray originating from leads (Held et al., 2011; Kirpes 
et  al.,  2019). In CMIP6 models, these sources are not included in the parameterizations, which may explain 
the lack of correlation with observations at Alert and Villum and the negative NMB in wintertime. However, 
some models (UKESM and HadGEM) seem to have the right seasonal cycle at Alert, without including a sea 
ice source of SSaer. Additional analyses show that the emissions surrounding the location have a minimum in 
winter, but the annual cycle of planetary boundary layer height varies more with season in UKESM and HadGEM 
compared to the other models, with higher values in summer and shallower heights in winter (see Figure A3). 
This explains  the shape of the annual cycle despite the absence of winter local sources in the models. Since winter 
sources such as blowing snow are observed in measurements (Frey et al., 2020), these two models likely have the 
right annual cycle for the wrong reasons. Except at Utqia𝐴𝐴 ġ vik where the December–January high concentrations 
are missed by the models, the seasonality is reasonably well captured by the ensemble mean at the other locations.

An underestimate of poleward transport of SSaer could also account for the seemingly smaller bias at higher 
latitude and a build up of concentrations at lower latitude. This hypothesis is difficult to test within the frame-
work of this study, and would require including additional measurement stations to decrease the likelihood of a 
sampling bias.

Figure 7. Normalized mean bias (numbers, in percent) and Pearson correlation coefficient (colormap) with respect to nine stations in the Arctic (in black) and five 
stations in the Antarctic (in blue). CMIP6 individual models and ensemble mean are for the period 1951–2014, CAMS reanalysis is for 2003–2021 and MERRA2 is for 
1980–2021. See Figure 8 and A2 for individual comparisons of time series.
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3.2.1.2. Antarctic

For Antarctic stations, the magnitudes of the NMB are similar to those of the Arctic sites, except at Dumont d’Ur-
ville and Neumayer where several models have a relative NMB below 100% (Figure 7). The diversity between 
models is large as well, with no significant across-model correlation at the 90% level for any station, and a 
strictly positive correlation at the 95% level of the ensemble mean with observations only at Dumont d’Urville 
and Palmer stations (Figure 8). At Concordia station, two models exhibit an Arctic-like cycle with maximum 
concentrations in December–February (MRI-ESM and MIROC-ES2L), while the others produce an annual cycle 
with maximum concentrations in June–August. In both groups, the clear maximum recorded by measurements 
in November is missed.

The models are relatively good at the coastal site of Dumont d’Urville, with a 0.64 correlation and a bias corrected 
annual cycle mostly within one standard deviation of the observations (Figure 8). In contrast, at Concordia station 
which is 1200 km further inland from Dumont d’Urville (Figure 1), the correlation with observations is not signif-
icant at the 95% level and not one individual model is within one standard deviation of the measurements. This 
difference in performance might be indicative of inadequate removal processes over land. In particular, climate 
models at a resolution lower than 1° tend to underestimate precipitation over Antarctica (Tang et  al.,  2018), 
which would result in too low wet deposition along transport, and therefore too high concentrations over the 
continent, despite reasonable concentrations at the coast. In addition, the orography of this region might not be 
well reproduced in climate models, which could lead to inadequate dynamics and thus explain the shortcomings 
in CMIP6 in terms of the annual cycle of SSaer.

At Halley station, the comparison is partially hindered by the relatively short length of the observation records, 
which only cover 3 years and comprise a large variability, but the CMIP6 bias-corrected values are mostly within 
one standard deviation of the observations for this station (Figure 8). At Neumayer station, the shape of the 
annual cycle in the models is reasonable but is shifted 2 months too early compared to measurements. At Dumont 

Figure 8. Annual cycle of sodium aerosol surface mass concentrations at nine stations in the Arctic (top and middle) and five stations in the Antarctic (bottom). 
Observations are in black (caps show one standard deviation of monthly means), individual CMIP6 models (1951–2014) are in light blue, CMIP6 ensemble mean (solid 
thick line) is in blue. CMIP6 values are bias corrected by applying a factor 〈OBS〉/〈MODEL〉. Boxes indicate the Pearson correlation coefficient between the annual 
cycle in CMIP6 ensemble mean and observations, with the 95% confidence interval between brackets.
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d’Urville, all models adequately produce a maximum in Dec–Feb, although generally too high compared to 
observations and possibly 1 month late, which leads to a distorted seasonal cycle. A similar comparison can be 
made for Palmer station, although with a maximum delayed by 2 months compared to Dumont d’Urville. These 
two latter stations are the lower latitude ones (north of 70°S) where the sea ice maximum extent in winter is lower 
according to Figure 1. Like for the Arctic, the absence of a sea ice related SSaer source in the models (blowing 
snow, leads) degrades their performance during winter.

3.2.1.3. Reanalyses

Two reanalysis data sets are also included in this analysis (Figure 7) and compared to observations. MERRA2 is 
known to have a positive bias on SSaer mass concentration of around one order of magnitude even at lower lati-
tudes (Kramer et al., 2020), which was partly attributed to a distortion of the size distribution of SSaer, with too 
few small particles and too many large ones (Bian et al., 2019). This is consistent with Figure 7 where MERRA2 
is found to systematically overestimate concentrations with a larger positive NMB than the CMIP6 ensemble 
mean, for both poles, between 163% and 2,532%. CAMS has a generally better performance than MERRA2, both 
in terms of correlation and NMB, the latter being limited to 730% at most. Generally speaking, CAMS is less 
biased than the CMIP6 ensemble, but has a lower correlation when it comes to reproducing the observed annual 
cycle. These two comparisons show that despite being commonly used as validation data sets, reanalyses have 
difficulties in reproducing observed SSaer concentrations at the poles, and have a generally poorer performance 
than the CMIP6 ensemble. However, since SSaer concentrations are not assimilated in these reanalyses, and AOD 
is assimilated only as total AOD, a better performance than CMIP6 was not expected.

3.2.2. Comparison of Modeled SSaer AOD With MODIS AODss

AOD is often used to evaluate aerosols in climate models, since it is closely related to the full aerosol burden 
throughout the atmospheric column, including the impact of water uptake on aerosols. It is also more closely 
related to direct aerosol-radiation climate forcing than surface observations, and is less sensitive to errors in verti-
cal aerosol distributions. SSaer AOD at 550 nm is provided for a subset of CMIP6 models including BCC-ESM, 
EC-Earth, IPSL-CM6, MPI-ESM, MRI-ESM, NorESM, and compared here to AODss at 550 nm extracted from 
MODIS DTDB satellite data (Figure 9). The monthly MODIS data are processed as described in Section 2.2.2 to 
approximate the contribution of SSaer to total AOD, noting that AOD is not available for cloud covered regions 
and ice/snow covered surfaces. MODIS data is also scarce during the polar night due to the absence of visible 
light. MODIS Terra and MODIS Aqua AODss are shown separately due to the differences between these two 
monthly AOD products (Sogacheva et al., 2020).

Figure 9 shows the magnitudes and spatial patterns of SSaer AOD in CMIP6 and AODss in MODIS, for the Arctic 
and the Southern Ocean. In the northern Atlantic, the CMIP6 ensemble median is around 0.02 (0.04, respectively) 
higher than MODIS Terra (Aqua, respectively). Spurious high AODss values in satellite data over the high Arctic 
(brown pixels in Figure 9 middle with AODss up to one on average) could be artifacts related to the scarcity of 
valid records available in the region (due to possible cloud contamination or poor snow/sea ice screening) making 
the comparison more difficult. For the Antarctic, values south of 60°S are comparable between CMIP6 SSaer 
AOD and MODIS AODss, below 0.02 in coastal regions with a positive northward gradient up to around 0.08 at 
60°S. However, in the area between 50° and 60°S, the band of maximum SSaer AOD in CMIP6 is not observed 
in the AODss MODIS data (Terra or Aqua), except for sporadic hot spots. For this area, the spatial distribution in 
MODIS is less homogeneous and has a lower AODss on average compared to CMIP6. Given the semi-permanent 
presence of clouds at these latitudes, around 90% annually (Lachlan-Cope, 2010), a sampling bias in the MODIS 
data cannot be excluded to account for this discrepancy, which does not invalidate the high values in CMIP6.

The spatially averaged SSaer AOD and AODss show reasonable agreement between CMIP6 and MODIS in terms 
of the annual cycle (Figure 9 right). For the Arctic, MODIS features a late winter (February–March) maximum in 
AODss that is not represented in the models, whereas most models have a maximum SSaer AOD in early winter 
(December–January) that is not found in MODIS and up to 0.1 higher than the MODIS values. However, for 
those winter months (November–February), the MODIS data are more sparse than in summer (June–September), 
which could result in another sampling bias (Figure 9 right—gray bars). Since cloud cover is lower in winter 
compared to summer (Eastman & Warren, 2010), and should therefore impede AOD retrieval less often, sea ice 
cover can explain the lack of records, in combination with the polar night. Sea ice is at its maximum extent and 
is too bright a surface for MODIS instruments to accurately separate the contribution to back-scattering from the 
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ground and from aerosols (Mei et al., 2013), leading to fewer valid records in winter than in summer. On the other 
hand, the MODIS-derived annual cycle of AODss is quite similar to the cycle of total aerosol mass and surface 
area observed in Tunved et al. (2013), which could indicate limitations in our AODss extraction approach. Simi-
larly, the scarcity of MODIS data in the Antarctic for March–September prevents such a comparison. Further-
more, the observed decrease in AODss in April–May could be due to a sampling bias, since MODIS records are 
less numerous south of 60°S compared to other months (Figure 9—gray bars). For the austral summer months 
(Nov–Feb), when the comparison is less uncertain due to a larger number of available records, all the models are 
within one standard deviation of both MODIS Terra and Aqua values and closer to the Aqua mean. This is true for 
all the models in the Arctic, and most of them in the Antarctic. The shape of the monthly variations is reasonably 
well reproduced in both cases, except in winter.

The CMIP6 ensemble is closer to MODIS Terra when it comes to climatological maps, but closer to MODIS 
Aqua for the summer months, when the comparison is more robust thanks to a larger number of MODIS records. 
The offset of around 0.02 obtained here between MODIS Aqua and MODIS Terra in our AODss product is well 
known and described in the literature, in which MODIS Aqua is considered to be more accurate than MODIS 
Terra (Sogacheva et al., 2020). Therefore, the better agreement of CMIP6 models with MODIS Aqua in summer 
is an indication that the SSaer AOD is reasonably captured in the CMIP6 models, although the model variability 
is large for the winter months.

Despite the fairly large discrepancies in mmrss revealed in Section 3.2.1, the SSaer AOD at 550 nm shows better 
performance in the CMIP6 models compared to the satellite data. This indicates that the direct radiative effect of 
SSaer is likely well reproduced for the poles as well. This also suggests, given the bias on surface mass concen-
trations, that (a) the size distribution of SSaer might not be adequate, possibly steered toward too coarse particles, 
or (b) that the vertical distribution of SSaer is biased and accumulates too much mass at the surface. However, the 
good performance in SSaer AOD is not necessarily a sign of adequate fine mode number concentrations. Some 
models are known to have hygroscopic growth factors that are too high (Burgos et al., 2020), which can increase 

Figure 9. CMIP6 ensemble median and MODIS Terra (MOD08_M3) and Aqua (MYD08_M3) Dark Target/Deep Blue sea salt aerosol optical depth (AOD) at 550 nm. 
Both MODIS data sets and CMIP6 model data are averages of monthly means for the period 2005–2014. The CMIP6 ensemble contains a subset of models providing 
the od550ss variable (BCC-ESM, EC-Earth, IPSL-CM6, MPI-ESM, MRI-ESM, NorESM). MODIS values are adjusted to only account for the contribution to AOD of 
particles with Angstrom exponent below 1. Right: average annual cycles of sea salt AOD in MODIS (Terra in black, Aqua in gray—caps show one standard deviation) 
and CMIP6 models (orange). MODIS and CMIP6 values are colocated, that is, CMIP6 values are used only for those grid cells where MODIS has valid records. Gray 
bars indicate, on an arbitrary scale common to both panels, the number of available records in MODIS Terra.
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SSaer AOD despite incorrect (too low) quantities of fine fraction mode particles. Although this is not analyzed 
further in this work, compensating effects between number, size and hygroscopicity of SSaer needs further inves-
tigation in the future.

3.3. Implications for Our Understanding of Polar Climate

In this section we address the implications of the diverse representation of SSaer in CMIP6 for our understanding 
of present and future climate. In what follows, we first evaluate the sensitivity of the polar climate to SSaer based 
on the CMIP6 piClim-2xss experiment. Then, historical and future trends of SSaer emissions and mmrss are inves-
tigated under scenarios SSP126 and SSP585 to assess the uncertainty borne by climate projections owing to SSaer.

3.3.1. Radiative Impact of SSaer

The pre-industrial climate experiments from the AerChemMIP activity provide a control (piClim-control) and 
a doubled SSaer emission (piClim-2xss) experiment, for a 30 year period under 1850 climate conditions. Three 
CMIP6 models provide the top-of-the-atmosphere net downward radiative flux (rtmt) for these experiments and 
are used in this section. The change in rtmt between the 2xss and control experiments is used here to evaluate the 
radiative impact of SSaer. The entire 30 year period is considered. For the three models considered, this includes 
the aerosol-radiation interaction and the aerosol-cloud interaction, although they cannot be disentangled, since 
rtmt provides total radiation only (short-wave + long-wave). The piClim simulations are fixed-sst, so that rtmt 
includes the effect of rapid atmospheric adjustments, but not the effect of climate feedbacks from long-term 
surface temperature change. In this respect, the rtmt change is comparable to an effective radiative forcing.

One important factor for the direct and indirect radiative effects of SSaer is their vertical distribution. We show 
the diversity in the vertical distribution of both SSaer and clouds in Figure A4 for ocean/ice covered regions 
north/south of 60°N/S. There is a large diversity between modeled profiles, of more than two orders of magnitude 
above 5,000 m altitude for SSaer, and a factor of around 10 in clouds throughout the column. This suggests that 
the radiative impact of SSaer can also be assumed to be very diverse and uncertain.

Figure 10 shows the average change in rtmt between the doubled SSaer emissions and the control experiment, for 
summer months and winter months in the Arctic and Antarctic. In summer, when sea ice extent is at its minimum 
in the Antarctic, the radiative impact of SSaer is mostly negative (cooling effect) in the three models over the 
ocean, with up to −10 W m −2 in NorESM and −5 W m −2 in IPSL-CM6 and UKESM (Figure 10). This important 
change is probably partly related to the aerosol-cloud interaction and its albedo effect over darker surfaces (open 
ocean), as found in Struthers et al. (2011). The aerosol direct effect also likely contributes to this change, espe-
cially in NorESM where the change in AOD is large over the Southern Ocean, with more than +0.25 on average 
(Figure A5). Such an important change is not found in the other models for the Southern Ocean (less than +0.1), 
explaining why the cooling effect is larger in NorESM in summer in the Antarctic than in IPSL-CM6 and UKESM.

Over the Antarctic continent in summer, for most areas the radiative impact cannot be significantly distinguished 
from zero at the 90% level according to a Wilcoxon test, but regionally averaged south of 60°S, a negative radiative 
impact significant at the 95% level is found, comprised between −0.34 ± 0.02 W m −2 and −1.01 ± 0.07 W m −2 
(Table 2). In winter, when sea ice extent is larger and there are fewer areas prone to sea spray production in the 
region, the radiative impact is slightly positive in West Antarctica but mostly not significantly different from zero 
at the 90% level in the region when considering all three models (Figure 10 and Table 2).

NorESM and UKESM indicate a cooling effect in the high Arctic in winter, with a regionally significant negative 
radiative impact at the 95% level (Table 2). IPSL-CM6 suggests a small heating effect in northeastern Canada 
and a slight heating in the high Arctic for December–February, although the regional average is smaller than the 
cooling obtained in the other models. In summer, the changes are stronger and more heterogeneous, with regions 
of large cooling next to regions of large heating, although generally not significant at the 90% level (Figure 10), 
resulting in a regionally weak cooling effect overall in all the models (Table 2). The weak change in AOD in 
summer can partially explain this moderate radiative effect (Figure A5).

The effects of doubling SSaer can be further described in terms of changes in air surface temperature (tas variable 
in CMIP6), as shown in Figure A6. NorESM predicts a warming in the winter both in the Arctic and Antarctic 
(+0.20 and +0.17°C, respectively), while the response in the other models is either a slight cooling or warming, 
but one order of magnitude smaller. In the summer, models agree on a cooling effect in the Arctic (−0.013°C 
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to −0.078°C), while the sign of the change is uncertain in the Antarctic (the average of the three models shows 
a zero net change). In the winter, these changes in temperature are equally driven by oceanic and land regions, 
whereas in the summer the temperature change is mainly found above land. This may be related to the more 
homogeneous surface albedo in winter when sea ice extent is large and land is covered in snow, whereas in 

Figure 10. Change in top-of-the-atmosphere net downward radiative flux (rtmt) in a scenario with doubled sea salt aerosol emissions under pre-industrial atmospheric 
composition (30 years under 1850 conditions). Stippling shows the grid points for which the difference between piClim-2xss and piClim-control is not significant at the 
90% level according to a Wilcoxon test.
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summer the heat capacity of the open ocean contrasts with that of the land. These changes in surface temperature 
are not directly connected to the changes in top-of-the-atmosphere radiation found in Table 2, particularly in the 
Antarctic where the large summer decrease in radiation in NorESM (−1.01 W m −2) yields a surface warming of 
+0.065°C. Cooling/heating effects over land/ocean which have different heat capacity and albedo may be at play 
in this case. The vertical distribution of the changes in radiation may also play a role.

Figure A6 also shows the same change in surface temperature but in the piClim-2xdust experiment, where dust 
emissions are doubled, instead of SSaer. In the Antarctic, both species have similar impacts on surface air temper-
ature (very limited in summer months, slight warming in winter months, on average). In the Arctic, dust have a 
cooling effect in winter, of the same magnitude as the warming induced by SSaer, whereas in summer, the cooling 
from SSaer is one order of magnitude larger than the cooling from dust. The changes are also more widespread 
around zero in the case of SSaer, with wider distributions than for dust, suggesting a greater sensitivity to SSaer 
than dust. Compared to SSaer, dust has limited local sources at the poles and mostly comes from long-range trans-
port, which explains its smaller regional impact. However, this comparison speaks to the relevance of evaluating 
more closely SSaer and their climate impacts at the poles, which are comparatively less studied than for dust.

The implications of the previous analyses are not straightforward, since the piClim experiments consider pre-industrial 
atmospheric conditions, free of the current anthropogenic background. Although polar regions remain relatively pris-
tine areas, they are affected by the transport of anthropogenic emissions from lower latitudes through warm air mass 
intrusions (Dada et al., 2022; Li & Barrie, 1993; Quinn et al., 2002). The non-linearity of aerosol-cloud interactions 
(Gryspeerdt et al., 2019) requires an adequate aerosol background, including anthropogenic sources, to obtain reason-
able estimates of the indirect effect of SSaer emissions and therefore its radiative impact. Furthermore, the radiative 
impact depends not only on the proper representation of the number and sizes of SSaer, but also on their hygroscopic-
ity, particularly for the direct effect (Zieger et al., 2017), which are quite uncertain according to Section 3.1.

The relatively strong effect on radiation of doubled SSaer emissions puts Figures 2, 3 and 5 into perspective: the 
difference in SSaer emissions between two models can be up to a factor of 4, which according to Figure 10 should 
mean that the resulting radiative budget at the poles could differ by up to 2 W m −2 (depending on the season and 
the model). This suggests that the uncertainty on the polar radiative budget related to SSaer within CMIP6 models 
could have the same magnitude as the 20 th century increase in global radiative forcing (Myhre et al., 2013). These 
numbers are in line with those from Struthers et al. (2011), where a 23% increase in SSaer AOD in the Arctic is 
estimated to result in a −0.2 to −0.4 W m −2 radiative impact.

3.3.2. Historical and Future Trends

As a result of polar amplification, the polar climate is changing even more dramatically than the global climate. 
Given the connection of sea spray emissions with sea ice and atmospheric dynamics (e.g., wind speed), significant 
trends can be anticipated in SSaer both in present day and future scenarios. These are investigated using Scenar-
ioMIP experiments SSP126 and SSP585 (O’Neill et al., 2016). The analysis conducted hereafter is restricted to 
the six CMIP6 models that provide mmrss in both scenarios, namely GISS, HadGEM, MIROC-ES2L, MRI-ESM, 
NorESM and UKESM. We note that observations do not have long enough time series to compute multidecadal 
trends for validation purposes.

In the historical period 1951–2014, the mass emission flux of SSaer in the polar regions generally increased and 
comparatively more homogeneously in the Southern Ocean than in the Arctic (Figure 11 top). In the latter region, 

Table 2 
Regionally Averaged Mean Change in Top-Of-The-Atmosphere Net Downward Radiation Between the piClim-2xss and 
piClim-Control Scenario

Arctic Antarctic

December–February June–August June–August December–February

IPSL-CM6 0.17 ± 0.01 −0.48 ± 0.03 0.01 ± 0.008 −0.34 ± 0.02

NorESM −0.61 ± 0.01 −0.29 ± 0.04 −0.12 ± 0.01 −1.01 ± 0.07

UKESM −0.33 ± 0.01 −0.24 ± 0.01 0.09 ± 0.005 −0.37 ± 0.02

Note. ±  indicate 95% confidence intervals. Bold values indicate that the radiative impact is significant at the 95% level 
according to a Wilcoxon test. Arctic is all grid points north of 60°N and Antarctic is all grid points south of 60°S.

 21698996, 2023, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

038235 by N
orw

egian Institute O
f Public H

ealth, W
iley O

nline L
ibrary on [05/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Geophysical Research: Atmospheres

LAPERE ET AL.

10.1029/2022JD038235

22 of 36

emissions increased more strongly in the Barents Sea and Greenland Sea, at a rate of up to +6% per decade. In the 
high Arctic, this trend is lower, between +1.5% and +3% per decade, with no trend between −60° and −180°E. In 
the Southern Ocean the increasing trend is more homogeneous, between +1.5% and +6% per decade in most of the 
area. For the Arctic and Antarctic, the historical trend is mainly driven by sea ice retreat, although a slight increase in 
wind speed is also found in the Antarctic (Figure A7). This Antarctic increase in SSaer is consistent with the findings 
of Korhonen et al. (2010). To some extent, the difference in trends of wind speed between the Arctic and Antarctic 
might be related to an asymmetry in the trends and dynamics of stratospheric ozone depletion (Turner et al., 2009).

Figure 11. Top: trends in sea salt aerosol mass emissions in the ensemble mean for the period 1951–2014. The mass emission is normalized by the 1951–2014 average 
to obtain %/decade. Bottom: historical and future (relative to the 1951–1971 mean) yearly time series (1951–2099) of average sea salt surface mass mixing ratio north 
of 60°N (left) and south of 60°S (right), including ocean and land. Mixing ratios are weighted by grid cell area for spatial averaging. Time series are smoothed using 
a Savitzky-Golay filter with a window length of 19 years and a polynomial order 3. Ensemble means are shown as thicker lines (black for the historical period, blue 
for SSP126, red for SSP585). Individual members use the same color code but with thinner lines. Included models are: GISS, HadGEM, MIROC-ES2L, MRI-ESM, 
NorESM and UKESM. The smallest (largest, respectively) trend in SSP585 corresponds to NorESM (UKESM, respectively).
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The spatially averaged time series of the yearly surface mmrss (Figure 11) show different behaviors between the 
two poles over the historical period and in the two future scenarios SSP126 and SSP585. In the Arctic, in scenario 
SSP585, each individual model features an increasing trend resulting in the multiplication of surface mmrss by a 
factor of 1.75–2.8 in 2099 compared to the 1951–1971 average (hereafter referred to as baseline). In the ensemble 
mean, this increase is by a factor of 2.2. In the SSP126 scenario, three models show a stabilization after 2050 and a 
slight decrease at the end of the century. The two remaining models feature a stronger increase, lasting until the end 
of the century and reaching levels comparable to those obtained in some models in SSP585. The associated ensem-
ble mean stabilizes at just under a 1.5 increase at mid-century compared to the baseline. These trends mirror the 
trends in Arctic sea ice in the CMIP6 models analyzed in Notz and SIMIP Community (2020), showing decreasing 
sea ice cover until 2050, followed by a stabilization in SSP126 and a continuous decrease until the end of the century 
in SSP585. As a result, differences in trends in individual models might come from differences in their underlying 
sea ice evolution. In the Antarctic, the SSP585 trajectory is similar to that in the Arctic, except for a smoother 
increase, by no more than a factor of 2 in the more extreme model. Contrary to the Arctic, the increasing trend in 
mmrss starts in the 1980s, and the SSP126 and SSP585 trajectories start separating only around the year 2030, after 
which mmrss reaches a plateau in SSP126 until the end of the century. For both poles, NorESM, which is the only 
model in this analysis that includes an SST dependence in its sea spray source function, and which is not based on a 
whitecap approach, shows the smallest increase in concentration at the end of the century, in SSP126 and SSP585. 
This is consistent with Figure 6 which showed that for increased SST, the SSaer mass flux decreases in the SA15 
source function. As a result, in a warming climate, accounting for the increase in SST decreases the SSaer mass flux 
at the poles compared to not accounting for it. Generally speaking, the trends in all the models are marginally larger 
in winter than in summer. For comparison, mid-latitude oceans do not show historical or future trends in mmrss.

In addition to following different trajectories, future trends in surface mmrss in the Arctic and Antarctic also have 
a different spatial distribution, although in both cases a slight negative trend is found over land in Greenland and 
the Antarctic continent (Figure A8). This negative trend over land can be explained by increasing precipitation, 
and therefore decreased aerosol residence time, in SSP scenarios in the Arctic (McCrystall et al., 2021) and over 
Antarctica (Tewari et al., 2022). All of the Arctic Ocean where sea ice can currently be found features a strong 
decreasing trend in sea ice concentration (Figure A8), which explains the strong increasing trend in mmrss in 
scenario SSP585. In contrast, the trend in the Antarctic is mainly driven by increasing mmrss in the Belling-
shausen Sea, and marginally by localized spots in the Wedell Sea, which appear to be sea ice driven (Figure A8).

A multiplication of SSaer mass emissions in the Arctic by 2 in SSP585 (as indicated by the CMIP6 ensemble 
mean) could imply a regionally negative radiative impact of around −1 W m −2 to −2 W m −2 in winter at the end 
of the century based on Section 3.3.1 (see Figure 10 and Table 2). In particular, UKESM that showed a high sensi-
tivity to doubled SSaer emissions (Table 2) is also the model with the largest future trends in scenario SSP585. 
The limited emission trend in the Antarctic, including in SSP585, suggests a smaller counteracting effect of 
SSaer on polar warming. Nevertheless, these changes in mass emissions do not necessarily translate into a similar 
change in number of SSaer, and the latter can have a large impact on the indirect effect of SSaer. No information 
on the change in number of aerosols is available in CMIP6 models to further investigate these future trends in 
radiative effect, making them quite uncertain.

4. Conclusions and Perspectives
This work evaluates the representation of SSaer in polar regions within CMIP6 including a comparison to surface 
station observations and satellite AOD. Implications for the radiative balance at the poles in the present-day and 
future climate are also investigated. We address the questions:

How diverse are SSaer emissions/concentrations at the poles in CMIP6 models? The inter-model comparisons 
result in the same conclusions for the Arctic and Antarctic, with a large diversity (up to a factor of 5) in the magni-
tude of simulated surface mass concentration of SSaer. The spatial distribution is generally consistent between 
models although the amount of SSaer transported over land varies. Diversity is also important in emissions 
(factor 3), aerosol layer height (factor 7–8), lifetime (factor 9), optical depth (factor 4) and total deposition (factor 
2–3), resulting in a generally uncertain SSaer budget at the poles in CMIP6.

What are the drivers of this model diversity? The model diversity in CMIP6 is driven by differences in the sea 
spray source function formulations and by the drivers of sea spray emission (wind speed, sea-ice cover). We 
also show large differences in residence time which affect the transport of SSaer and are responsible for model 
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diversity over land. Other SSaer related variables such as AOD, aerosol layer height and deposition fluxes are 
also diversely represented. We show that even if the emissions were identical, the surface mixing ratio of SSaer 
would still be different due to different treatments of boundary layer dynamics, aerosol models (micro-physics, 
treatment internal/external mixing, hygroscopicity, size bins/modes), and deposition fluxes of the SSaer.

How well do the CMIP6 models represent SSaer at the poles relative to surface observations and remote sens-
ing? The evaluation of the modeled surface concentrations of sodium mass against ground station observations 
shows there is a large positive bias of up to one order of magnitude in CMIP6 models. Once the mean bias is 
corrected, the seasonal variations of SSaer concentration are relatively well captured for lower-latitude stations. 
For high-latitude stations, there is a deformation of the annual cycle in models compared to observations. The 
absence of wintertime local sources of SSaer such as blowing snow over sea ice and emissions from open leads 
can be one reason for that. Possible biases in sea ice representation could also be responsible. Models that include 
a SST dependence in the SSAer source function are not less biased than ones that do not, because the effect of 
SST change is smaller than other sources of bias from source functions, meteorological drivers, and aerosol 
processing. Modeled SSaer AOD compares well with satellite data, potentially indicating that improvements 
could be made to the size distributions to overcome the discrepancy in concentrations, assuming that the hygro-
scopicity factor is adequately represented.

What are the implications of model diversity and changes in SSaer emissions, for the present and future polar 
climate? Pre-industrial and future climate CMIP6 experiments show that models agree that a doubling of SSaer 
emissions exerts a net negative radiative perturbation at the top of the atmosphere in summer in the Arctic and the 
Antarctic, with less agreement for the sign of the impact in winter. In terms of surface temperature, models agree 
on a cooling effect in summer in the Arctic but disagree on the sign of the change for winter and for the Antarctic. 
These impacts are generally heterogeneous in terms of their spatial distribution, but the large uncertainty in the 
present-day emissions shown here means possibly an uncertainty of up to 2 W m −2 in the polar radiative budget. 
A multiplication of SSaer mass emissions in the Arctic by more than 2 in SSP585 (as indicated by the CMIP6 
ensemble mean) could imply a regionally negative radiative impact around −1 W m −2 in winter at the end of the 
century.

These conclusions highlight the need for additional research on the representation of SSaer at the poles. In 
particular, polar-specific source functions and size distribution could help improve the simulated concentrations 
according to our findings.

More complex and up-to-date parameterizations for SSaer emissions exist in the literature, including polar specific 
processes (sources from blowing snow, specific flux from leads…). It would be interesting to test these parameter-
izations in global models, using appropriate size distributions. More than the mass, the number concentration by 
size needs to be validated when it comes to integrating aerosol-cloud interactions. Making such outputs available 
in future CMIP experiments could thus be useful. Also, the organic fraction and hygroscopic properties of SSaer 
will highly influence their radiative effect. Therefore, global models should work on including a realistic organic 
fraction for polar SSaer, and adapting hygroscopicity for the high latitudes. However, improving model perfor-
mance for polar SSaer also requires more observations, particularly from blowing snow and lead generated SSaer 
which still have large uncertainties. A joint effort between observers, regional and global modelers is required in 
the future to address these issues. Additionally, this work shows that aerosol-radiation and aerosol-cloud inter-
actions of SSaer at the poles cannot be ignored in models and need to be activated and accurately represented to 
obtain a reliable radiative budget, including to quantify anthropogenic aerosol radiative effects.
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Appendix A
Table A1.

A1. Sea Salt Dominance Assessed From MACv2

Figure A1.

Figure A1. Aerosol optical depth (AOD) characteristics at the poles from the MACv2 climatology (Kinne, 2019). Left: fraction of coarse AOD (dust + sea salt) 
attributed to sea salt (annual average climatology). Only dust and sea salt are considered here since we look at the coarse fraction AOD. Middle: fraction of total AOD 
from fine mode aerosols. Right: total AOD.

Table A1 
Regionally Averaged Mean Change in Surface Temperature (tas Variable - °C) in the CMIP6 Ensemble of Models GISS, 
HadGEM, MIROC-ES2L, MRI-ESM, NorESM, and UKESM

Global Arctic Antarctic

Mean Spread Mean Spread Mean Spread

SSP126 1.5 2.0 3.8 7.4 1.0 1.5

SSP585 5.1 3.8 10.8 10.0 4.5 3.1

Note. This change is computed as the difference between the 2000–2014 historical and 2085–2100 future averages. Arctic is 
all grid points north of 60°N, Antarctic is all grid points south of 60°S. Spread here refers to the difference between the model 
with largest increase and the model with smallest increase.
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A2. Non-Normalized Annual Cycles Versus Observations

Figure A2.

Figure A2. Annual cycle of sodium aerosol surface mass concentrations at nine stations in the Arctic (top and middle) and five stations in the Antarctic (bottom). 
Observations are in black (caps show one standard deviation of monthly means), individual CMIP6 models (0–2014) are in light blue, CMIP6 ensemble mean (solid 
line) and median (dashed line) is in darker blue, reanalyses (CAMS 2003–2021—circles—and MERRA2 1980–2021—triangles) are in brown.
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A3. Annual Cycles at Alert

Figure A3.

Figure A3. Annual cycles of SSaer mass concentration (top—normalized), SSaer mass emission (middle—normalized) and 
boundary layer height (bottom) in CMIP6 at the grid point nearest to the Alert station. Average annual cycles for the period 
1951–2014.
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A4. Vertical Distribution of SSaer and Clouds

The evaluation conducted in Section 3.1 mainly focused on surface and column-integrated SSaer variables. To 
connect SSaer to clouds, information on the vertical distribution is needed. Figure A4 shows the regionally aver-
aged profiles of mmrss in the Arctic and Antarctic in the historical period, in Jun–Aug and Dec–Feb. This figure 
shows that the diversity at the surface affects also the vertical distribution. The inter-model spread is roughly 
constant from the surface up to 400 m altitude and remains above 1 μg g −1 at 10 km altitude in winter months. 
Given that SSaer are injected high enough to interact with clouds (Figure A4), part of the diversity in cloud 
profiles at the poles could stem from this diversity in SSaer profile. In summer months, the profiles converge 
more rapidly.

Figure A4. Left: Average vertical profile of sea salt aerosol mass mixing ratio in the Arctic (above 60°N—left) and Antarctic (below 60°S—right) in individual CMIP6 
models, for June–August (blue) and December–February (yellow). Each line corresponds to one model, and the shaded area marks the ensemble envelope. Only grid 
points with less than 50% sea ice concentration are considered in this figure. Right: same as left but for cloud fraction. NB: the vertical axis is in logarithmic scale.
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A5. piClim-2xss Scenario

Figures A5 and A6.

Figure A5. Same as Figure 10 but for total aerosol optical depth (od550aer).
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A6. Drivers of Sea Salt Emission Trends

Figures A7 and A8.

Figure A6. Difference in air surface temperature in the piClim-control and the piClim-2xss (left) and piClim-2xdust (right) experiments. Models included: IPSL-CM6, 
NorESM, and UKESM. Summer is Jun–Aug in the Arctic, Dec–Feb in the Antarctic, and vice-versa. Values along the x-axis indicate the normalized frequency of 
temperature changes.
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Figure A7. Historical trends in sea ice concentration (top) and surface wind speed (bottom) in CMIP6 models for the period 1951–2014. Included models are: GISS, 
HadGEM, MIROC-ES2L, MRI-ESM, NorESM, and UKESM. Trends are computed following Mann-Kendall's test. Only significant trends at the 95% level are shown.
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Data Availability Statement
The scripts used for computations and figure creation, along with the observation data used for model evalu-
ation, can be found at the following repository: https://doi.org/10.5281/zenodo.7590005 (Lapere, 2023a). The 
MODIS-based sea salt AOD product created for this work is available at: https://doi.org/10.5281/zenodo.7584063 
(Lapere, 2023b).

Figure A8. Maps of future trends in annual mean sea salt aerosol surface mass mixing ratio (top) and sea-ice concentration (bottom). Scenario SSP585. Multi-model 
mean from GISS, HadGEM, MIROC-ES2L, MRI-ESM, NorESM, and UKESM.
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